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Preface

This manual contains the information that you will need to use the router user
interface for configuration and operation of the features installed on your Nways
device. A specific Nways device might not support all of the features described in
this manual. If a feature is device-specific, you are informed of that by:

* A notice in the relevant chapter or section
* A section in the preface that lists the features and the devices that support them

This manual supports the IBM 2216 and refers to it as either a “router” or a
“device”. The examples in the manual represent the configuration of an IBM 2216,
but the actual output you see may vary. Use the examples as a guideline to what
you might see while configuring your device.

Who Should Read This Manual

This manual is intended for persons who install and manage computer networks.
Although experience with computer networking hardware and software is helpful,
you do not need programming experience to use the protocol software.

To get additional information:  Changes may be made to the documentation after
the books are printed. If additional information is available or if changes are
required after the books have been printed, the changes will be in a file (named
README) on diskette 1 of the configuration program diskettes. You can view the
file with an ASCII text editor.

About the Software

IBM Nways Multiprotocol Access Services is the software that supports the IBM
2216 (licensed program number 5765-C90). This software has these components:

* The base code, which consists of:

— The code that provides the routing, bridging, data link switching, and SNMP
agent functions for the device.

— The router user interface, which allows you to configure, monitor, and use the
Multiprotocol Access Services base code installed on the device. The router
user interface is accessed locally through an ASCII terminal or emulator
attached to the service port, or remotely through a Telnet session or
modem-attached device.

The base code is installed at the factory on the 2216.

* The Configuration Program for IBM Nways Multiprotocol Access Services
(referred to in this book as the Configuration Program) is a graphical user
interface that enables you to configure the device from a stand-alone workstation.
The Configuration Program includes error checking and online help information.
The Configuration Program is not pre-loaded at the factory; it is shipped
separately from the device as part of the software order.

You can also obtain the Configuration Program for IBM Nways Multiprotocol
Access Services from the IBM Networking Technical Support home page. See
Configuration Program User’s Guide for Nways Multiprotocol and Access
Services Products, GC30-3830, for the server address and directories.
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Conventions Used in This Manual

The following conventions are used in this manual to show command syntax and
program responses:

1.

The abbreviated form of a command is underlined as shown in the following
example:

reload

In this example, you can enter either the whole command (reload) or its
abbreviation (rel).

Keyword choices for a parameter are enclosed in brackets and separated by the
word or. For example:

command [keywordl or keyword2]

Choose one of the keywords as a value for the parameter.

Three periods following an option mean that you enter additional data (for
example, a variable) after the option. For example:

time host ...

In this example, you enter the IP address of the host in place of the periods, as
explained in the description of the command.

In information displayed in response to a command, defaults for an option are
enclosed in brackets immediately following the option. For example:

Media (UTP/STP) [UTP]

In this example, the media defaults to UTP unless you specify STP.

Keyboard key combinations are indicated in text in the following ways:

e Ctrl-P

e Ctrl -

The key combination Ctrl - indicates that you should press the Ctrl key and the

hyphen simultaneously. In certain circumstances, this key combination changes
the command line prompt.

Names of keyboard keys are indicated like this: Enter

Variables (that is, names used to represent data that you define) are denoted by
italics. For example:

File Name: filename.ext

Library Overview

XXVi

Changes to the library structure:  Beginning with Version 3.2, the following
changes to the organization of the library took place:

The part titled Understanding, Using and Configuring Features has been
moved into the [Using and Configuring Eeatured book from the

The chapters on using, configuring, and monitoring the DIALs feature have been

moved into the lLsing and Configuring Eeatures book.

Information updates and corrections: To keep you informed of engineering
changes, clarifications, and fixes that were implemented after the books were
printed, refer to the IBM 2216 home pages at:
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http://www.networking.ibm.com/216/216prod.htm1

The following list shows the books in the IBM 2216 library, arranged according to
tasks.

Planning

GA27-4105
IBM 2216 Introduction and Planning Guide

This book is shipped with the IBM 2216. It explains how to prepare for
installation and perform an initial configuration.

Installation

GA27-4106
IBM 2216 Nways Multiaccess Connector Installation and Initial
Configuration Guide

This booklet is shipped with the IBM 2216. It explains how to install the IBM
2216 and verify its installation.

GX27-3988
2216 Nways Multiaccess Connector Hardware Configuration Quick
Reference

This reference card is used for entering and saving hardware configuration
information used to determine the correct state of an IBM 2216.

Diagnostics and Maintenance

SY27-0350
2216 Nways Multiaccess Connector Service and Maintenance Manual

This book is shipped with the IBM 2216. It provides instructions for
diagnosing problems with and repairing the IBM 2216.

Operations and Network Management

The following list shows the books that support the Multiprotocol Access Services
program.

SC30-3886
Software User’s Guide
This book explains how to:
» Configure, monitor, and use the Multiprotocol Access Services software.

* Use the Multiprotocol Access Services command-line router user
interface to configure and monitor the network interfaces and link-layer
protocols shipped with the IBM 2216.

SC30-3993

SC30-3884

i — — !

SC30-3885

i — — |

These books describe how to access and use the Multiprotocol Access
Services command-line user interface to configure and monitor the routing
protocol software shipped with the product.
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They include information about each of the protocols that the devices
support.

SC30-3682
| - P
This book contains a listing of the error codes that can occur, along with
descriptions and recommended actions to correct the errors.

Configuration

GC30-3830
Coni - < Cuidel m and |
Services Products
This book discusses how to use the Configuration Program.

Safety

SD21-0030
Caution: Safety Information—Read This First
This book, shipped with the IBM 2216, provides translations of caution and
danger notices applicable to the installation and maintenance of a IBM
2216.

Marketing
URL: http://www.networking.ibm.com/216/216prod.html
This IBM Web page provides product information through the World Wide
Web.

Summary of Changes for the IBM 2216 Software Library

XXViil

The following list applies to changes in the software that were made in Version 3.3.
The changes consist of:

* New functions:
— Encoding subsystem (ES)
— Dynamic Host Configuration Protocol (DHCP) services
— Virtual private network (VPN)
- Directory services: Lightweight Directory Access Protocol (LDAP) support
- ISAKMP/Oakley support
- Layer 2 Forwarding (L2F)
- Point to Point Tunneling protocol (PPTP)
- Differentiated Services
— Frame Relay packet fragmentation
— Voice packet forwarding over Frame Relay
« Enhanced functions:
— IP enhancements
- Generic IPv4 routing policy
- IPv6 packet filters, dynamic reconfiguration, and DHCP relay agent support
— SDLC enhancements
- Primary group poll
- Two-way simultaneous communication
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Summary of Changes

— DLSw configuration parameters to allow control of the number of non-session
messages queued in the router

— Performance enhancements for the Thin Server function
— TN3270 enhancements
- IBM eNetwork Host on-Demand Client Cache

- Host-initiated dynamic LU definition

- Multiple PU SAs

over DLSw

— Bridging enhancement
- IPX SR-TB support

— X.25 dynamic reconfiguration support

— IPX enhancements

- Configurable RIP ticks

- IPXWAN over Frame Relay SVCs

— Command completion function of the command line interface
— Web server cache enhancements
- External cache control manager
- Scalability and availability enhancements
Clarifications and corrections
The technical changes and additions are indicated by a vertical line (|) to the left

of the change.

Network Utility

The Network Utility is a product that consists of various models of the 2216. It
provides various subsets of the functions of the 2216, as shown in

Software Features Supported by Network Utility

Each model of Network Utility provides a subset of the software features of the
2216, as shown in [ahle 1. The 2216 Model 400 Web Server Cache (WSC)
supports IP protocols and does not provide APPN features.

Table 1. Code Features supported in the 2216 Model 400 and Network Utility

Available for Available for
Available for 2216 Available for 2216 Network Utility Network Utility

Feature or Protocol Model 400 Base Model 400 WSC Model TN1 Model TX1
TN3720E yest — yest —
TN3720E IBM eNetwork yes* — yes® —
Host on-Demand Client
Cache
TN3720E host-initiated yest — yest —
dynamic LU definition
TN3720E multiple PUs SA yes?t — yest —
over DLSw
Network Dispatcher yes yes yes yes
TN3720E Server Advisor yes yes? yes yes?
(or Network Dispatcher
Advisor)
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Table 1. Code Features supported in the 2216 Model 400 and Network Utility (continued)

Available for Available for
Available for 2216 Available for 2216 Network Utility Network Utility

Feature or Protocol Model 400 Base Model 400 WSC Model TN1 Model TX1
Bandwidth reservation and yes yes yes yes
priority queuing
Frame Relay packet yes yes yes yes
fragmentation
Voice packet forwarding yes yes yes yes
over Frame Relay
MAC filtering yes yes yes yes
WAN restoral yes yes — —
WAN reroute yes yes — —
Data compression yes yes yes yes
Encoding subsystem yes yes yes yes
Encryption yes yes yes yes
Data Link Switching (DLSw) yes — yes yes
Quality of Service (QoS) yes yes yes yes
IPSec (IP Security) yes yes yes yes
Differentiated Services yes yes yes yes
L2TP yes yes yes yes
L2F yes yes yes yes
PPTP yes yes — —
Network Address yes yes yes yes
Translation
AAA (Authentication, yes yes yes yes
Authorization, and
Accounting Security)
RSVP yes yes yes yes
DHCP services yes yes yes yes
Directory services: LDAP yes yes yes yes
support
IPv6 yes — yes yes
Thin Server yes — — —
Web Server Cache — yes — —
SDLC primary group poll yes — yes yes
SDLC two way yes — yes yes
simultaneous
communication
IPX yes — — —
Appletalk yes — — —
DECnet IV yes — — —
[oX]] yes — — —
Banyan Vines yes — — —
DIALs yes yes yes® yes®
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Table 1. Code Features supported in the 2216 Model 400 and Network Utility (continued)

Summary of Changes

Available for Available for
Available for 2216 Available for 2216 Network Utility Network Utility

Feature or Protocol Model 400 Base Model 400 WSC Model TN1 Model TX1
APPN features
Branch Extender yes — yes yes
Dependent LU Requestor yes — yes yes
(DLuR)
Enterprise Extender yes — yes yes
Extended Border Node yes — yes yes
High-performance routing yes — yes yes
(HPR)
Network node (NN) yes — yes yes

1. This is a separately priced feature

2. When communicating with a TN3270E server on an IBM routing product

3. Accessible only by using tunneling. Tunneling functions include L2TP, PPTP, and L2F.

Getting Help

At the command prompts, you can obtain help in the form of a listing of the
commands available at that level. To do this, type ? (the help command), and then
press Enter. Use ? to list the commands that are available from the current level.

You can usually enter a ? after a specific command name to list its options.

Exiting a Lower Level Environment

The multiple-level nature of the software places you in secondary, tertiary, and even

lower level environments as you configure or operate the 2216. To return to the

next higher level, enter the exit command. To get to the secondary level, continue

entering exit until you receive the secondary level prompt (either Config> or +).

For example, to exit the ASRT protocol configuration process:

ASRT config> exit
Config>

If you need to get to the primary level (OPCON), enter the intercept character
(Ctrl-P by default).
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Chapter 1. Using Bandwidth Reservation and Priority Queuing

This chapter describes the Bandwidth Reservation System and priority queuing
features currently available for Frame Relay and PPP interfaces. It includes the
following sections:

Bandwidth Reservation System

The Bandwidth Reservation System (BRS) allows you to decide which packets to
drop when demand (traffic) exceeds supply (throughput) on a network connection.
When bandwidth utilization reaches 100%, BRS determines which traffic to drop
based on your configuration.

Bandwidth reservation "reserves” transmission bandwidth for specified classes of
traffic. Each class has an allocated minimum percentage of the connection’s

bandwidth. See Eigure 1 on page 4 and Eigure 2 on page 9.

On PPP interfaces, you define traffic classes (t-classes) and each traffic class is
allocated a percentage of the PPP interface’s bandwidth. There are at least two
traffic classes:

1. A LOCAL class which is allocated bandwidth for packets that are locally
originated by the router (e.g. IP RIP packets)

2. A DEFAULT class to which all other traffic is initially assigned.

You can create additional traffic classes and assign protocols, filters and tags to the

priority queues within a traffic class. See Eigure 1 an page 2.

On Frame Relay interfaces, you define circuit classes (c-classes) and each circuit
class is allocated a percentage of the Frame Relay interface’s bandwidth. There is
at least one circuit class: the DEFAULT circuit class to which all circuits are initially
assigned. You can create additional circuit classes and assign circuits to these
c-classes. On each Frame Relay circuit, you can define traffic classes (t-classes)
and each traffic class is allocated a percentage of the Frame Relay circuit’s
bandwidth. The traffic class support for Frame Relay circuits is analogous to the
traffic class support for PPP interfaces. See Eigure 2 on page 4 for the Frame Relay
Circuit Class and Traffic Class Relationships.
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Using BRS and Priority Queuing

Traffic Percentage of
Class Interface Bandwidth  Priority Queue Type of Traffic
LOCAL 10%
URGENT (Protocol, Tag, Filter)
HIGH (Protocol, Tag, Filter)
DEFAULT 40% NORMAL Protocol (Tag, Filter)
PPP LOwW (Protocol, Tag, Filter)
Connection —
(BRS [i #]) —
URGENT (Protocol, Tag, Filter)
HIGH (Protocol, Tag, Filter)
CLASS A XX% NORMAL (Protocol, Tag, Filter)
LOW (Protocol, Tag, Filter)

Note: All protocols are initially assigned to the NORMAL priority queue of the DEFAULT traffic class. You
can assign a protocol, filter, or tag to any priority queue within a traffic class.

Figure 1. PPP BRS Traffic Class and Traffic Class Priority Queue Relationship

Circuit  Bandwidth
Class Percentage
(BRS [i #] [dlci #] Config>)
Circuit BRS Traffic Class
Number  Filtering Specification

16 enabled using default *
DEFAULT 40% 17 disabled no traffic filtering
18 enabled circuit specific:
LOCAL 10%

URGENT (protocol, tag, filter) DE =
DEFAULT 40% HIGH (protocol, tag, filter) DE

NORMAL protocol (tag, filter) DE

LOW (protocol, tag, filter) DE

Frame Relay —
Connection CLASS A XX% 20 using defaults *

(BRS [i #] Config>) 21 using defaults =

Other circuit class definitions ...
** Represents that the data is discard eligible

% Default circuit traffic class definitions (BRS [i #] [Circuit Default] Config>)
LOCAL 10%

URGENT (protocol, tag, filter) DE
DEFAULT 40% HIGH (protocol, tag, filter) DE
NORMAL protocol (tag, filter) DE
LOW (protocol, tag, filter) DE

o

% of Circuit class allocation for traffic class

Note: All protocols are initially assigned to the NORMAL priority queue of the DEFAULT traffic class. You
can assign a protocol, filter, or tag to any priority queue within a traffic class.

Figure 2. Frame Relay BRS Circuit Class and Traffic Class Relationship

These reserved percentages are a minimum slice of bandwidth for the network
connection. If a network is operating to capacity, messages in any one class can be
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transmitted only until they use the configured bandwidth allocated for the class. In
this case, additional transmissions are held until other bandwidth transmissions
have been satisfied. In the case of a light traffic path, a packet stream can use
bandwidth exceeding its allowed minimum up to 100% if there is no other traffic.

Bandwidth reservation is really a safeguard. In general, a device should not attempt
to use greater than 100% of its line speed. If it does, a faster line is probably
needed. The “bursty” nature of traffic, however, can drive the requested
transmission rate to exceed 100% for a short time. In these cases, bandwidth
reservation is enabled and the higher priority traffic is ensured delivery (that is, is
not discarded).

Bandwidth reservation runs over the following connection types:

* Frame Relay (serial line or dial circuit interface)
* PPP (serial line or dial circuit interface)

Bandwidth Reservation over Frame Relay

Bandwidth reservation allows you to reserve bandwidth at two levels:

» At the interface level, you can assign a percentage of the interface’s bandwidth
to circuit classes (c-classes). Each circuit class contains one or more circuits.

» At the circuit level, you can define traffic classes (t-classes) and allocate a
percentage of the circuit’'s bandwidth. (A traffic class created by the
create-super-class command is not associated with any bandwidth but always
takes priority over all other t-classes defined for the circuit.)

When BRS receives a packet from Frame Relay, the configured c-classes and
t-classes are used to determine when that packet will be transmitted. BRS queues
the packet according to these criteria: c-class, circuit, t-class, and priority within the
t-class. The c-class to which the circuit has been assigned is put onto a queue of
c-classes and the queue of c-classes is sorted according to a fair weighted queuing
algorithm. Within a c-class, circuits that have packets to be transmitted are serviced
in a round robin fashion. The t-classes within each c-class are also sorted
according to a fair weighted queuing algorithm. Within the t-class, packets are
further queued according to their priority (urgent, high, normal, or low).

A packet is removed from the queue and transmitted when it meets all these
criteria:

1. Is the next packet in the next c-class

2. Is the next packet in the next circuit within the c-class

3. Is one of the packets in the next t-class for that c-class

4. Is the next packet in the next priority group for that t-class

When you enable the interface and one or more circuits for BRS and do not
configure any c-classes or t-classes, all the circuits are assigned to one c-class
called default. With this configuration, there will be only the default c-class on the
queue of c-classes and each of the circuits in the c-class with packets for
transmission will be handled in a round robin order. If you want BRS to do this,
leave all circuits in the default c-class and do not create any other circuit classes.

Orphaned circuits and circuits without BRS explicitly enabled use this default BRS
queuing environment in all situations. BRS assigns them to the default c-class.
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To configure BRS, you should follow this sequence:

1. Enable BRS on the interface.

2. Enable BRS on the circuits and add the c-classes.
3. Assign the circuits to the c-classes.

4. If desired, define t-classes for each of the c-classes.

You can use several bandwidth reservation monitoring commands to display
reservation counters for the circuit classes for a given interface:

e clear-circuit-class
e counters-circuit-class
 last-circuit-class

See [Chapter 2_Configuring and Monitaring Bandwidth Reservation” on page 21 for

more information on monitoring BRS.

The interface is the one shown at your prompt for the bandwidth monitoring
commands. For example, BRS [i 5] is the prompt for interface 5.

Queuing Support

With bandwidth reservation over Frame Relay, each circuit can queue frames while
in the congested state, even for interfaces and circuits that are not enabled for
bandwidth reservation.

Discard Eligibility

The Frame Relay network may discard transmitted data exceeding CIR on a PVC.
The DE bit can be set by the router to indicate that some traffic should be
considered discard eligible. If appropriate, the Frame Relay network will discard
frames marked as discard eligible, which may allow frames that are not marked
discard eligible to make it through the network. When assigning a protocol, filter, or
tag to a traffic class, you can specify whether or not the protocol, filter, or tag traffic
is discard eligible. See ['Assign” on page 27 for more information on how to
configure traffic as discard eligible. Voice traffic (identified by the protocol VOFR)
should always be configured as not discard-eligible.

Default Circuit Definitions for Traffic Class Handling

Frame Relay interfaces can have many circuits defined. Rather than having to fully
configure traffic class definitions for each circuit, BRS allows you to define a default
set of traffic classes and protocol, filter, and tag assignments called default circuit
definitions that can be used by any circuit on the interface. When BRS is initially
enabled on a circuit, the circuit is initialized to use default circuit definitions. If a
circuit cannot use the default circuit definitions for traffic class handling then you
can create circuit-specific definitions by using the add-class , change-class ,

assign , deassign , tag, and untag commands.

If a circuit is using circuit specific definitions and you want it to use the default
circuit definitions instead, you can use the use-circuit-defaults command at the
circuit's BRS prompt.

The default circuit definitions for traffic class handling are defined by using the
set-circuit-defaults  at the BRS Frame Relay interface prompt. This command gets
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you to a BRS circuit defaults prompt where you can add, change, and delete traffic
classes, assign and deassign protocols, filters, and tags, and create BRS tags.
Changes to the default circuit definitions for traffic classes result in dynamic updates
to the traffic class handling for all circuits using the default circuit definitions.

Configuring BRS for Voice over Frame Relay

Voice frames can be transported over dedicated circuits. In this situation, enable
BRS on the interface and on the circuits and accept the defaults on circuits
associated with voice. You may want to create multiple c-classes and assign the
circuits dedicated to voice to a c-class which is associated with a large bandwidth
percentage and assign the circuits associated with data to a circuit class associated
with a smaller bandwidth percentage.

If voice and other traffic are both transported over the same circuits, enable BRS on
the interface and circuits. If you want all circuits serviced in a round robin fashion
without favoring one or more circuits you may decide not to create additional
c-classes beyond the default c-class. Then, for each circuit over which both voice
and data will be transported, it is suggested that you create a t-class with the
create-super-class command and assign your VOFR traffic to this class. Also
create additional t-classes as needed and assign other types of traffic to these
t-classes. This configuration will help to ensure that voice traffic gets priority over all
other traffic and that unsegmented voice frames can be interleaved between
fragmented data segments if fragmentation is enabled. It is recommended that you
enable fragmentation on the Frame Relay interface if you will be sending voice and
data over the same interface. Fragmentation will result in smaller frames and thus a
smaller delay between consecutive voice frames.

Refer to the knable fragmentation command in the chapter “Configuring and

Monitoring Frame Relay Interfaces” in the [Nways Multiprotacal Access Serviced
[Software User’s Guidd for more information about enabling fragmentation.

Priority Queuing

Bandwidth reservation allocates percentages of total connection bandwidth for
specified traffic classes, or t-classes, defined by the user. Except for a t-class
created by the create-super-class pubs command which has priority over all other
t-classes, BRS t-classes are associated with a bandwidth percentage. Protocols and
filter data can be assigned to t-classes and to specific priority queues within a
t-class. With priority queuing, a protocol or filter can be assigned to a specific queue
within a traffic class with settings: A BRS t-class is a group of packets identified by
the same name; for example, a class called “ipx” to designate all IPX packets.

With priority queuing, each bandwidth t-class can be assigned one of the following
priority level settings:

* Urgent

* High

* Normal (the default setting)
* Low

for specified traffic classes, or t-classes, defined by the user.

Also, you can set the number of packets that are waiting in the queue for each
priority level in each bandwidth t-class. The BRS queue-length command sets the
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maximum number of output buffers that can be queued in each BRS priority queue,
and the maximum number of output buffers that can be queued in each BRS
priority queue for when router input buffers are scarce. You can set up priority
queue lengths for both PPP and Frame Relay.

Attention:  If you set the values for queue length too high, you may seriously
degrade the performance of your router.

For BRS, you can set priority queue lengths for PPP and Frame Relay WAN

connections. See LQueue-length” an page 39 for a description of the queue-length

command.

The priority settings in one bandwidth t-class have no effect on other bandwidth
classes. No one bandwidth class has priority over the others.

Priority Queuing Without Bandwidth Reservation

When priority queuing is configured without bandwidth reservation, the highest
priority traffic is delivered first. In instances of heavy high-priority traffic, lower
priority levels can be overlooked. By combining priority queuing with bandwidth
reservation, however, packet transmission can be allocated to all types of traffic.

Configuring Traffic Classes

You create a traffic class using the add-class command and then assign types of
traffic to the class using the assign command. Traffic is assigned to a traffic class
based on its protocol type or based on a filter that further identifies a specific type
of protocol traffic (for example, SNMP IP packets).

Supported protocol types are:
« IP

* ARP

* DNA

* VINES

« IPX

- OSl

*« VOFR

* AP2

* ASRT

* SNA/APPN-ISR
* APPN-HPR

* HPR/IP

BRS Filters

Using bandwidth reservation, you can treat specific protocol traffic differently from
other traffic that is using the same protocol type. For example, you can assign
SNMP |P traffic to a different traffic class and priority than other IP traffic. In this
example, SNMP is a BRS filter because it filters (that is, uniquely identifies) specific
protocol traffic. IP, ASRT (bridging) and APPN-HPR protocol traffic can be filtered by
bandwidth reservation. The following filters are supported:

* |P tunneling
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* SDLC tunneling over IP (SDLC Relay)
» BSC tunneling over IP (BSC Relay)
* Rlogin

* Telnet

* SNA/APPN-ISR

* APPN-HPR

* SNMP

* IP Multicast

 DLSw

* MAC Filter

* NetBIOS

* Network-HPR

* High-HPR

* Medium-HPR

* Low-HPR

« XTP

* TCP/UDP port numbers or sockets
* TOS byte

* precedence bit

BRS and Filtering
The following sections describe how to use BRS with various types of filtering.

MAC Address Filtering and Tags

MAC Address filtering is handled by a joint effort between bandwidth reservation
and MAC filtering (MCF) using tags. For example, a user with bandwidth
reservation is able to categorize bridge traffic by assigning a tag to it.

The tagging process is done by creating a filter item in the MAC filtering
configuration console and then assigning a tag number to it. This tag number is
used to set up a traffic class for all packets associated with this tag. Tag values

must currently be in the range 1 through 64. See [Chapter 3 _Using MAC Filtering/l

for additional information about MAC filtering.

Note: Tags can be applied only to bridged packets. On a PPP or Frame Relay
connection, up to five tagged MAC filters can be assigned as bandwidth
reservation filters and are designated as TAG1 through TAG5. TAG1 is
searched for first, then TAG2, and so on up to TAG5. A single MAC filter tag
can consist of any number of MAC Addresses set in MCF.

Once you have created a tagged filter in the MAC filtering configuration process,
you can use the BRS tag configuration command to assign a BRS tag name
(TAG1, TAG2, TAG3, TAG4, or TAGS) to the MAC filter tag number. Then use the
BRS tag name on the BRS assign command to assign the corresponding MAC filter
to a bandwidth traffic class and priority.

Tags also can refer to “groups,” as in the example of IP Tunnel. IP Tunnel endpoints
can belong to any number of groups. Packets are assigned to a particular group
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through the tagging feature of MAC Address filtering. For additional information on

MAC filtering, refer to [Chapter 3. Using MAC Filtering” on page 47 and [Chapter 4]
bﬂﬂﬂguung_andM.ommuugMAC_ELLLenng_on_page_Eﬂ

To apply bandwidth reservation and queuing priority to tagged packets:

1. Use the MAC filtering configuration commands at the filter config> prompt to

set up tags for packets passing through the bridge. Refer to EChapter 3 Using
- for more information.

2. Use the bandwidth reservation tag command to reference a tag for bandwidth
reservation.

3. With the bandwidth reservation assign command, assign the BRS tag to a
t-class. The assign command also prompts you for a queuing priority within that
BRS t-class.

TCP/UDP Port Number Filtering

You can assign TCP/IP packets from a range of TCP or UDP ports to a BRS t-class
and priority based on the packet's UDP or TCP port number and, optionally, upon a
socket. You can specify up to 5 UDP/TCP port number filters, where the filters
specify either an individual TCP or UDP port number, a range of TCP or UDP port
numbers, or a socket identifier (combination of port number and IP address). You
can then assign that filter to a BRS traffic class and priority within the class.

If UDP/TCP port filtering is enabled, BRS looks at each TCP or UDP packet and
checks to see if the destination or source port number matches one of the port
numbers you have specified for filtering. Also, if you define an IP address as part of
the BRS UDP/TCP filter and the destination or source IP address matches the filter
address you define, BRS assigns the packet to the traffic class and priority for that
port number filter.

For example, you can configure a UDP port number filter for UDP port numbers in

the range 25 to 29 and assign the filter to traffic class ‘A’ with a priority of 'normal’.

BRS queues any UDP packets with a source or destination port number from 25 to
29 on the normal priority queue for traffic class 'A’.

You can also configure a TCP port number filter for TCP port number 50 for IP
address 5.5.5.25 and assign the filter to traffic class 'B’ with priority 'urgent’. BRS
queues any TCP packets whose source or destination port number is 50 and whose
destination or source IP address is 5.5.5.25 on the urgent priority queue for traffic
class 'B’.

IPv4 TOS Bit Filtering

You can create filters that will distinguish different types of IP traffic based upon the
settings of the Type of Service (TOS) bits. These TOS filters can be used to assign
IPv4 traffic that has particular settings of the TOS bits to a different class and
priority than other types of IP traffic. Each filter allows IPv4 traffic whose TOS byte
value matches the definition of a configured TOS filter to be assigned a unique
traffic class and priority. Configuration of a TOS filter includes a mask value
specification to define which bits within the TOS byte are to be matched as well as
specification of low and high range values for bits that fall within the mask. The
filtering mechanism is based solely on IPv4 TOS values; therefore, it does not rely
on identification of IPv4 protocol type or port number information as do most of the
other IP filters.
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This filter is more expansive in its application than BRS IPv4 precedence filtering,
which is concerned only with the high-order 3 bits of the TOS byte. When combined
with IP access control support to set TOS bits, BRS TOS bit filter support enables
you to perform filtering for traffic that is sent over a secure tunnel, that is
fragmented, or that cannot be identified using the BRS UDP and TCP port number
filter support. Also, IP access control support allows you to set the TOS bits to a
user-defined value instead of having to use the hard-coded precedence bit values
for APPN and DLSw that are associated with BRS IPv4 precedence bit filtering.
Therefore, it is recommended that you use IP access control and BRS TOS filter
support instead of BRS IPv4 precedence bit filtering.

As indicated in tQrder of Eiltering Precedence” on page 11, TOS filter matches are

checked prior to IPv4 precedence bit filters and other IP-specific filters. Checks for
the TOS1 to TOSS filter matches are done sequentially, beginning with the TOS1
filter. Up to 5 TOS filters can be defined.

Important: Keep in mind that a packet with a particular TOS value is handled
according the first TOS filter definition that the value matches. Be
careful to set up your filters so that a particular TOS byte is filtered by
the intended filter, not accidentally filtered by a lower-numbered filter.

Refer to LUsing 1P in IUsing and Configuring Eeatured for more

information.

Using IP Version 4 Precedence Bit Processing for SNA Traffic in IP
Secure Tunnels and Secondary Fragments

BRS normally differentiates IP TCP and UDP traffic according to its port numbers.
However, BRS cannot identify the ports after traffic has been encapsulated twice,
such as IP traffic transported through an IP secure tunnel or in a secondary UDP or
TCP fragment. IP version 4 precedence bit processing has been added to BRS to
enable BRS to filter IP secure tunnel packets or TCP and UDP secondary fragment
packets.

Note: It is recommended that you use BRS IPv4 TOS bhit filtering instead of IPv4

precedence bit processing. See [1Pv4 TQS Bit Filtering” on page g for more

details.

When APPN/HPR traffic is being routed over IP, each transmission priority of
APPN-HPR (network, high, medium, and low) is mapped to a particular value of the
three IP version 4 precedence bits.

* The HPR network transmission priority maps to the IPv4 precedence value of
'110'b.
* The HPR high transmission priority maps to the IPv4 precedence value of '100'b.

* The HPR medium transmission priority maps to the IPv4 precedence value of
'010'b.
* The HPR low transmission priority maps to the IPv4 precedence value of '001'b.

When IPv4 precedence filtering is enabled for BRS and the precedence bits in an
IP packet match one of the values used for APPN/HPR traffic, then the packet is
queued on the priority queue of the BRS t-class to which the corresponding HPR
transmission priority is assigned. For example, if an IP packet has a precedence
value of '110'b and the BRS HPR-Network filter is assigned to t-class A and priority
level normal, then the packet is queued on the normal priority queue of t-class A. If
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a BRS HPR transmission priority filter is not configured, but the APPN-HPR filter is
configured, then the packet is queued on the priority queue and t-class to which the
APPN-HPR filter is assigned.

These three kinds of traffic map to the IPv4 precedence value '011'b:

* APPN/HPR XID traffic that is sent when APPN/HPR is routed over IP
* DLSw traffic

*  TN3270 traffic

Because several types of traffic map to one value, BRS cannot distinguish between
them when it is enabled to filter based on the IPv4 precedence bits. Therefore,
when BRS encounters an IP packet with a precedence value of '011'b, it evaluates
the BRS filters in the following order to determine whether or not the filter is
enabled. When it finds a BRS filter that is configured, the packet is queued on the
priority queue and t-class to which the BRS filter is assigned:

* SNA/APPN-ISR (used for APPN/HPR XID exchanges)

* DLSw

* Telnet

If a packet has one of the precedence values that are filtered by BRS, but none of

the applicable BRS filter types are configured, the packet is queued on the priority
queue and the BRS t-class to which the IP protocol is assigned.

When TN3270 traffic is sent by a client to the 2216 over a wide-area network where
BRS is enabled, traffic from the client cannot be prioritized by BRS unless the client
sets the precedence bits to '011'b.

You must configure IPv4 precedence bit handling in multiple places:

1. In BRS you configure whether or not BRS should filter based on the IPv4
precedence bits. It only performs this type of filtering for IP secure tunnel
packets or TCP and UDP secondary fragment packets.

2. When you configure DLSw, HPR over IP, and TN3270, you specify whether or
not the 2216 should set the IPv4 precedence bits for packets that it originates
for each of these protocol types.

Perform these three steps to use IPv4 precedence bit filtering:
1. Activate IPv4 precedence filtering in BRS.

2. Configure BRS t-classes and assign protocols and filters for various categories
of SNA traffic, as you would for SNA traffic that is not transported in an IP
secure tunnel or is not fragmented.

3. Enable the setting of the IPv4 precedence bits when configuring the DLSw, HPR
over IP, and TN3270 protocols.

4. Configure IPsec to create a secure tunnel over which the DLSw, HPR over IP,
and TN3270 traffic will flow.

SNA and APPN Filtering for Bridged Traffic

The SNA/APPN-ISR filter allows you to assign SNA and APPN-ISR traffic that is
being bridged to a BRS traffic class. SNA and APPN-ISR traffic is identified as any
bridged packets with a destination or source SAP of 0x04, 0x08, or 0xOC and
whose LLC (802.2) control field indicates that it is not an unnumbered information
(Ul frame.

Note: Frame Relay BAN packets are in this category.
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The APPN-HPR filters allow you to assign HPR traffic that is being bridged to a
BRS t-class. HPR traffic is identified as any bridge packet with a destination or
source SAP of X'04', X'08', X'0C', or X'C8' and whose LLC (802.2) control field
indicates it is an unnumbered information (Ul) frame.

The Network-HPR, High-HPR, Medium-HPR, and Low-HPR filters allow HPR bridge
traffic to further be filtered according to the HPR transmission priority. For example,
if you want to assign HPR traffic that uses the network transmission priority to one
t-class and priority and all other HPR bridged traffic to a different t-class or priority,
you would assign the Network-HPR filter to the appropriate t-class and priority and
use the APPN-HPR filter to assign the rest of the HPR traffic to a different t-class or
priority.

APPN-HPR traffic that is being routed over IP is filtered using the UDP port number
assigned for network, high, medium and low HPR transmission priorities. An
additional UDP port number is used for XID exchanges. All of the UDP port
numbers used to support APPN-HPR over IP are configurable.

If APPN is not enabled in an intermediate router in the IP network, you can
configure UDP port numbers for HPR over IP from the BRS Config> command
prompt. If APPN is enabled in the device, BRS will use the values configured at the
APPN Config> command prompt.

Other filters may help you to assign traffic. For example, the DLSw filter allows you
to assign SNA-DLSw traffic that is being sent over a TCP connection to a BRS
t-class.

For SNA/APPN-ISR and APPN-HPR filters, if you want to check for SAPs other
than the ones above, create a sliding window filter using MAC filtering and tag that
filter. Then assign the tagged MAC filter to a BRS t-class.

Order of Filtering Precedence

It is possible for a packet to match more than one BRS filter type. For example, an
IP tunneled bridge packet containing SNA data could match the IP tunneling filter
and the SNA/APPN-ISR filter. The order in which the filters are evaluated to
determine whether or not a packet matches a BRS filter type is as follows:

1. TOS filters (IP)

2. IPv4 precedence handling
3. MAC filter tag match for bridging packets (IP/ASRT)
4. NetBIOS for bridging (IP/ASRT)
5. SNAJAPPN-ISR for bridging (IP/ASRT)
6. HPR-Network (IP/ASRT/APPN-HPR)
7. HPR-High (IP/ASRT/APPN-HPR)
8. HPR-Medium (IP/ASRT/APPN-HPR)
9. HPR-Low (IP/ASRT/APPN-HPR)

10. APPN-HPR (IP/ASRT)

11. UDP/TCP port number filters (IP)

12. IP tunneling (IP)

13. SDLC/BSC relay (IP)

14. DLSw (IP)

15. Multicast (IP)
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16.
17.
18.
19.

SNMP (IP)
Rlogin (IP)
Telnet (IP)
XTP (IP)

Note: The protocols for which a filter applies are shown in parentheses.

Sample Configurations

Using Default Circuit Definitions for Traffic Class Handling of Frame

Relay Circuits

Notes:

t6

Configure feature BRS.
H Enable BRS on interface 1.

El Enable BRS on circuits 16, 17, 18. Default circuit definitions for
traffic class handling are used for these circuits.

B Access the set-circuit-defaults menu to define default circuit
definitions for traffic class handling.

B Add traffic classes and assign protocols and filters to the traffic
classes.

[ List and show the BRS definitions for circuit 16. Since circuit 16 is
using default circuit definitions, the traffic classes and protocol and filter
assignments defined by the default circuit definitions are displayed.

Change circuit 17 from using default circuit definitions to use
circuit-specific definitions for traffic class handling by creating a unique
class, CIRC171. This class can have protocols, filters, or tags assigned
to it.

B Change the default circuit definitions such that the DEF1 and DEF2
traffic classes each reserve 10% of the bandwidth and then show that
these changes are picked up by circuit 16 but not by circuit 17, since
circuit 17 is now using circuit-specific definitions.

El Alter circuit 17 to use default circuit definitions for traffic class
handling instead of circuit-specific definitions.

Gateway user configuration

Config>feature brs

Bandwidth Reservation User Configuration

BRS Config>interface 1

BRS [i 1]Config>enable

Please reload router for this command to take effect.
BRS [i 1] Config>circuit 16

BRS [i 1][dlci 16] Config>enable

Defaults are in effect for this circuit.

Please reload router for this command to take effect.
BRS [i 1][d1ci 16] Config>exit

BRS [i 1]Config>circuit 17

BRS [i 1][dlci 17] Config>enable

Defaults are in effect for this circuit.

Please reload router for this command to take effect.
BRS [i 1][dlci 17] Config>exit

BRS [i 1]Config>circuit 18

BRS [i 1][dlci 18] Config>enable

Defaults are in effect for this circuit.

Please reload router for this command to take effect.
BRS [i 1][dl1ci 18] Config>

*reload

Are you sure you want to reload the gateway? (Yes or [No]): yes
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*t 6

Gateway user configuration
Config>feature brs

Bandwidth Reservation User Configuration
BRS Config>interface 1

BRS[i 1] Config>list

BANDWIDTH RESERVATION T1isting from SRAM

bandwidth reservation is enabled

interface number 1

maximum queue length 10, minimum queue length 3

total bandwidth allocated 10%

total circuit classes defined (counting one default) 1

class DEFAULT has 10% bandwidth allocated
the following circuits are assigned:
16 using defaults.
17 using defaults.
18 using defaults.

default class is DEFAULT

BRS [i 1] Config>?

ENABLE

DISABLE

SET-CIRCUIT-DEFAULTS

CIRCUIT

ADD-CIRCUIT-CLASS

DEL-CIRCUIT-CLASS

CHANGE-CIRCUIT-CLASS

DEFAULT-CIRCUIT-CLASS

ASSIGN-CIRCUIT

DEASSIGN-CIRCUIT

QUEUE-LENGTH

LIST

SHOW

CLEAR-BLOCK

EXIT

BRS [i 1] Config>set-circuit-defaults 4]
BRS [i 1] [circuit defaults] Config>?
ADD-CLASS

DEL-CLASS

CHANGE-CLASS

DEFAULT-CLASS

TAG

UNTAG

ASSIGN

DEASSIGN

LIST

EXIT

BRS [i 1] [circuit defaults] Config>add |H
Class name [DEFAULT]?DEF1

Percent bandwidth to reserve [10]7 5

BRS [i 1] [circuit defaults] Config>add
Class name [DEFAULT]?DEF2

Percent bandwidth to reserve [10]?5

BRS [i 1] [circuit defaults] Config>assign ip
Class name [DEFAULT]?DEF1

Priority <URGENT/HIGH/NORMAL/LOW> [NORMAL]?
Frame Relay Discard Eligible <NO/YES> [NO]?
BRS [i 1] [circuit defaults] Config>assign asrt
Class name [DEFAULT]? DEF2

Priority <URGENT/HIGH/NORMAL/LOW> [NORMAL]?
Frame Relay Discard Eligible <NO/YES> [NO]?
BRS[i 1] [circuit defaults] Config>Tist

BANDWIDTH RESERVATION 1isting from SRAM

bandwidth reservation is enabled

interface number 1, default circuit

total bandwidth allocated 60%

total classes defined (counting one local and one default) 4
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class LOCAL has 10% bandwidth allocated
protocols and filters cannot be assigned to this class.

class DEFAULT has 40% bandwidth allocated
the following protocols and filters are assigned:
protocol ARP with default priority is not discard eligible
protocol DNA with default priority is not discard eligible
protocol VINES with default priority is not discard eligible
protocol IPX with default priority is not discard eligible
protocol OSI with default priority is not discard eligible
protocol VOFR with default priority is not discard eligible
protocol AP2 with default priority is not discard eligible

class DEF1 has 5% bandwidth allocated
the following protocols and filters are assigned:
protocol IP with priority NORMAL is not discard eligible

class DEF2 has 5% bandwidth allocated
the following protocols and filters are assigned:
protocol ASRT with priority NORMAL is not discard eligible

assigned tags:
default class is DEFAULT with priority NORMAL

BRS [i 1] [circuit defaults] Config>exit
BRS [i 1] Config>circuit 16
BRS [i 1][dlci 161] Config>list

BANDWIDTH RESERVATION Tisting from SRAM

bandwidth reservation is enabled

interface number 1, circuit number 16 using defaults.
maximum queue length 10, minimum queue length 3

total bandwidth allocated 60%

total classes defined (counting one local and one default) 4

class LOCAL has 10% bandwidth allocated
protocols and filters cannot be assigned to this class.

class DEFAULT has 40% bandwidth allocated
the following protocols and filters are assigned:
protocol ARP with default priority is not discard eligible
protocol DNA with default priority is not discard eligible
protocol VINES with default priority is not discard eligible
protocol IPX with default priority is not discard eligible
protocol 0SI with default priority is not discard eligible
protocol VOFR with default priority is not discard eligible
protocol AP2 with default priority is not discard eligible

class DEF1 has 5% bandwidth allocated
the following protocols and filters are assigned:
protocol IP with priority NORMAL is not discard eligible

class DEF2 has 5% bandwidth allocated
the following protocols and filters are assigned:
protocol ASRT with priority NORMAL is not discard eligible

assigned tags:

default class is DEFAULT with priority NORMAL

BRS [i 1] [dlci 16] Config>show

BANDWIDTH RESERVATION currently in RAM
interface number 1, circuit number 16 using defaults.
maximum queue length 10, minimum queue Tength 3
4 current defined classes:
class LOCAL has 10% bandwidth allocated
class DEFAULT has 40% bandwidth allocated
class DEF1 has 5% bandwidth allocated
class DEF2 has 5% bandwidth allocated

protocol and filter assignments:
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Protocol/Filter Class Priority Discard Eligible
P DEF1 NORMAL NO
ARP DEFAULT NORMAL NO
DNA DEFAULT NORMAL NO
VINES DEFAULT NORMAL NO
IPX DEFAULT NORMAL NO
0SI DEFAULT NORMAL NO
VOFR DEFAULT NORMAL NO
AP2 DEFAULT NORMAL NO
ASRT DEF2 NORMAL NO

BRS [i 1] [dlci 16] Config>exit

BRS [i 1] Config>circuit 17
BRS [i 1] [dlci 17] Config>list

BANDWIDTH RESERVATION T1isting from SRAM

bandwidth reservation is enabled

interface number 1, circuit number 17 using defaults.
maximum queue length 10, minimum queue length 3

total bandwidth allocated 60%

total classes defined (counting one local and one default) 4

class LOCAL has 10% bandwidth allocated
protocols and filters cannot be assigned to this class.

class DEFAULT has 40% bandwidth allocated
the following protocols and filters are assigned:
protocol ARP with default priority is not discard eligible
protocol DNA with default priority is not discard eligible
protocol VINES with default priority is not discard eligible
protocol IPX with default priority is not discard eligible
protocol OSI with default priority is not discard eligible
protocol VOFR with default priority is not discard eligible
protocol AP2 with default priority is not discard eligible

class DEF1 has 5% bandwidth allocated
the following protocols and filters are assigned:
protocol IP with priority NORMAL is not discard eligible

class DEF2 has 5% bandwidth allocated
the following protocols and filters are assigned:
protocol ASRT with priority NORMAL is not discard eligible

assigned tags:
default class is DEFAULT with priority NORMAL

BRS [i 1] [dlci 17] Config>add-class

This circuit is currently using circuit defaults...

Are you sure you want to override the defaults ?(Yes or [No]): yes
Class name [DEFAULT]? CIRC171

Percent bandwidth to reserve [10]? 5

BRS[i 1] [dlci 17] Config>assign vines

Class name [DEFAULT]? CIRC171

Priority <URGENT/HIGH/NORMAL/LOW> [NORMAL]?

Frame Relay Discard Eligible <NO/YES>[NO]?

BRS [i 1] [dlci 17] Config>list

BANDWIDTH RESERVATION T1isting from SRAM

bandwidth reservation is enabled

interface number 1, circuit number 17

maximum queue length 10, minimum queue Tength 3

total bandwidth allocated 65%

total classes defined (counting one local and one default) 5

class LOCAL has 10% bandwidth allocated
protocols and filters cannot be assigned to this class.

class DEFAULT has 40% bandwidth allocated
the following protocols and filters are assigned:
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protocol ARP with default priority is not discard eligible
protocol DNA with default priority is not discard eligible
protocol IPX with default priority is not discard eligible
protocol OSI with default priority is not discard eligible
protocol VOFR with default priority is not discard eligible
protocol AP2 with default priority is not discard eligible

class DEF1 has 5% bandwidth allocated
the following protocols and filters assigned:
protocol IP with priority NORMAL is not discard eligible

class DEF2 has 5% bandwidth allocated
the following protocols and filters are assigned:
protocol ASRT with priority NORMAL is not discard eligible

class CIRC171 has 5% bandwidth allocated
the following protocols and filters are assigned:
protocol VINES with priority NORMAL is not discard eligible

assigned tags:
default class is DEFAULT with priority NORMAL
BRS [i 1] [dlci 17] Config>show

BANDWIDTH RESERVATION currently in RAM
interface number 1, circuit number 17
maximum queue length 10, minimum queue Tength 3
5 current defined classes:
class LOCAL has 10% bandwidth allocated
class DEFAULT has 40% bandwidth allocated
class DEF1 has 5% bandwidth allocated
class DEF2 has 5% bandwidth allocated
class CIRC171 has 5% bandwidth allocated

protocol and filter assignments:

Protocol/Filter Class Priority Discard Eligible
1P DEF1 NORMAL NO
ARP DEFAULT NORMAL NO
DNA DEFAULT NORMAL NO
VINES CIRC171 NORMAL NO
IPX DEFAULT NORMAL NO
0SI DEFAULT NORMAL NO
VOFR DEFAULT NORMAL NO
AP2 DEFAULT NORMAL NO
ASRT DEF2 NORMAL NO

BRS [i 1] [dlci 17] Config>exit

BRS [i 1] Config>set-circuit-defaults

BRS [i 1] [circuit defaults] Config>change DEF1 B
Percent bandwidth to reserve [ 5]7 10

BRS [i 1] [circuit defaults] Config>change DEF2
Percent bandwidth to reserve [5]? 10

BRS [i 1] [circuit defaults] Config>list

BANDWIDTH RESERVATION T1isting from SRAM

bandwidth reservation is enabled

interface number 1, default circuit

total bandwidth allocated 70%

total classes defined (counting one local and one default) 4

class LOCAL has 10% bandwidth allocated
protocols and filters cannot be assigned to this class.

class DEFAULT has 40% bandwidth allocated
the following protocols and filters are assigned:
protocol ARP with default priority is not discard eligible
protocol DNA with default priority is not discard eligible
protocol VINES with default priority is not discard eligible
protocol IPX with default priority is not discard eligible
protocol 0SI with default priority is not discard eligible
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protocol VOFR with default priority is not discard eligible
protocol AP2 with default priority is not discard eligible

class DEF1 has 10% bandwidth allocated
the following protocols and filters are assigned:
protocol IP with priority NORMAL is not discard eligible

class DEF2 has 10% bandwidth allocated
the following protocols and filters are assigned:
protocol ASRT with priority NORMAL is not discard eligible

assigned tags:
default class is DEFAULT with priority NORMAL

BRS [i 1] [circuit defaults] Config>exit

BRS [i 1] Config>circuit 16
BRS [i 1] [dlci 16] Config>list

BANDWIDTH RESERVATION 1isting from SRAM

bandwidth reservation is enabled

interface number 1, circuit number 16 using defaults.
maximum queue length 10, minimum queue length 3

total bandwidth allocated 70%

total classes defined (counting one local and one default) 4

class LOCAL has 10% bandwidth allocated
protocols and filters cannot be assigned to this class.

class DEFAULT has 40% bandwidth allocated
the following protocols and filters are assigned:
protocol ARP with default priority is not discard eligible
protocol DNA with default priority is not discard eligible
protocol VINES with default priority is not discard eligible
protocol IPX with default priority is not discard eligible
protocol 0SI with default priority is not discard eligible
protocol VOFR with default priority is not discard eligible
protocol AP2 with default priority is not discard eligible

class DEF1 has 10% bandwidth allocated
the following protocols and filters are assigned:
protocol IP with priority NORMAL is not discard eligible

class DEF2 has 10% bandwidth allocated
the following protocols and filters are assigned:
protocol ASRT with priority NORMAL is not discard eligible

assigned tags:
default class is DEFAULT with priority NORMAL

BRS [i 1] [dlci 16] Config>exit

BRS [i 1] Config>circuit 17
BRS [i 1[ [dlci 17] Config>list

BANDWIDTH RESERVATION Tisting from SRAM

bandwidth reservation is enabled

interface number 1, circuit number 17

maximum queue length 10, minimum queue length 3

total bandwidth allocated 65%

total classes defined (counting one local and one default) 5

class LOCAL has 10% bandwidth allocated
protocols and filters cannot be assigned to this class.

class DEFAULT has 40% bandwidth allocated
the following protocols and filters are assigned:
protocol ARP with default priority is not discard eligible
protocol DNA with default priority is not discard eligible
protocol IPX with default priority is not discard eligible
protocol OSI with default priority is not discard eligible
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protocol VOFR with default priority is not discard eligible
protocol AP2 with default priority is not discard eligible

class DEF1 has 5% bandwidth allocated
the following protocols and filters are assigned:
protocol IP with priority NORMAL is not discard eligible

class DEF2 has 5% bandwidth allocated
the following protocols and filters are assigned:
protocol ASRT with priority NORMAL is not discard eligible

class CIRC171 has 5% bandwidth allocated
the following protocols and filters are assigned:
protocol VINES with priority NORMAL is not discard eligible

assigned tags:
default class is DEFAULT with priority NORMAL

BRS [i 1] [dlci 17] Config>use-circuit-defaults

This circuit is currently NOT using circuit defaults...

Are you sure you want to delete current definitions and use defaults ? (Yes or
[No]): yes

Defaults are in effect for this circuit.

Please reload router for this command to take effect.

BRS [i 1] [dlci 17] Config>

*restart

Are you sure you want to reload the gateway? (Yes or [No] ):yes

*t 6

Gateway user configuration
Config>feature brs

Bandwidth Reservation User Configuration
BRS Config>interface 1

BRS [i 1] Config>circuit 17

BRS [i 1] [dlci 17] Config>list

BANDWIDTH RESERVATION Tisting from SRAM

bandwidth reservation is enabled

interface number 1, circuit number 17 using defaults.
maximum queue length 10, minimum queue length 3

total bandwidth allocated 70%

total classes defined (counting one local and one default) 4

class LOCAL has 10% bandwidth allocated
protocols and filters cannot be assigned to this class.

class DEFAULT has 40% bandwidth allocated

the following protocols and filters are assigned:
protocol ARP with default priority is not discard eligible
protocol DNA with default priority is not discard eligible
protocol VINES with default priority is not discard eligible
protocol IPX with default priority is not discard eligible
protocol OSI with default priority is not discard eligible
protocol VOFR with default priority is not discard eligible
protocol AP2 with default priority is not discard eligible

class DEF1 has 10% bandwidth allocated

the following protocols and filters are assigned:
protocol IP with priority NORMAL is not discard eligible

class DEF2 has 10% bandwidth allocated
the following protocols and filters are assigned:
protocol ASRT with priority NORMAL is not discard eligible
assigned tags:

default class is DEFAULT with priority NORMAL

BRS [i 1] [dlci 17] Config>show
BANDWIDTH RESERVATION currently in RAM

18 MAS V3.3 Using Features



Using BRS and Priority Queuing

interface number 1, circuit number 17 using defaults.

maximum queue length 10, minimum queue length 3

4 current defined classes:
class LOCAL has 10% bandwidth allocated
class DEFAULT has 40% bandwidth allocated
class DEF1 has 10% bandwidth allocated
class DEF2 has 10% bandwidth allocated

protocol and filter assignments:

Protocol/Filter
1P

ARP

DNA

VINES

IPX

0SI

VOFR

AP2

ASRT

DEF1

DEFAULT
DEFAULT
DEFAULT
DEFAULT
DEFAULT
DEFAULT
DEFAULT
DEF2

Priority Discard Eligible

NORMAL NO
NORMAL NO
NORMAL NO
NORMAL NO
NORMAL NO
NORMAL NO
NORMAL NO
NORMAL NO
NORMAL NO

BRS [i 1] [dlci 17] Config>exit
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Chapter 2. Configuring and Monitoring Bandwidth Reservation

This chapter describes the Bandwidth Reservation System (BRS) configuration and
operational commands.

This chapter includes the following sections:

Bandwidth Reservation Configuration Overview

To

access bandwidth reservation configuration commands and configure bandwidth

reservation on your router:

1.

2.
3.
4

At the OPCON (*) prompt, enter talk 6.
At the Config> prompt, enter feature brs .
At the BRS Config> prompt, enter interface #.
At the BRS [i 0] Config> prompt, enter enable.
This is the interface prompt level, and the interface number is zero in this
instance. You need to repeat step 3 and step 4 for each interface you are
configuring.
If you are configuring BRS on a Frame Relay interface, continue with step 4a:
If you are configuring BRS on any other interface, go directly to step 5.
a. Atthe BRS [i 0] Config> prompt, enter circuit #, where # is the number
of the circuit you want to configure.
b. At the BRS [i 0] [dlci 16] Config> prompt, enter enable. This is the
circuit prompt level and the circuit (DLCI) number is 16 in this instance.
c. At the BRS [i 0] [d1ci 16] Config> prompt, enter exit to return to the
interface level prompt.
d. Repeat steps 4a through 4c for each circuit for which you want to define
BRS t-classes.
Reload your router.
Repeat steps 1 through 3 to configure bandwidth reservation for the particular
interface that you have enabled.

If you are configuring BRS on a PPP interface, at the BRS[i 0]Config> prompt,
configure traffic classes and assign protocols, filters, and tags to the traffic

classes using the configuration commands listed in [[ahle 4 on page 24l If you
are configuring BRS on a FR interface, follow steps 8 through 10.

If you are configuring BRS on a FR interface, you can configure circuit classes
and assign circuits to circuit classes using the commands listed in

If you want to use default circuit definitions then enter the set-circuit-defaults
command at the BRS[i 0]Config> prompt. This gets you to the BRS[i
0] [circuit defaults] prompt where you can use the appropriate commands

from Mahle 4 on page 24 to configure traffic classes and assign protocols, filters,
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and tags to the traffic classes. Once you are through defining default circuit
definitions for traffic class handling, enter "exit” to return to the BRS[i 0]
Config> prompt.

10. If you have FR circuits that cannot use default circuit definitions for traffic class
handling, enter circuit permanent-virtual-circuit circuit_number. This will
access the circuit prompt where you can use the commands listed in

to create circuit-specific definitions for traffic class handling.

Note: You do not need to reload the router for t-class and c-class configuration
changes to take effect.

The talk 6 (t 6) command lets you access the configuration process.

The feature brs command lets you access the BRS configuration process. You can
enter this command by using either the feature name (brs) or number (1).

The interface # command selects the particular interface that you want to configure
for bandwidth reservation. Before configuring any BRS classes, you must use the
enable command to enable BRS on the interface. In Step m the prompt
indicates that the selected interface’s number is zero.

The circuit # command selects the circuit on the FR interface on which you want to

configure BRS traffic classes. Before configuring any BRS t-classes for the circuit,
ou must use the enable command to enable BRS on the circuit. In step lhod

m, the prompt indicates that circuit 16 on interface 0 has been selected.

You must enable bandwidth reservation for the selected interface and circuit and
then reload your router before configuring circuit classes (Frame Relay only), and
traffic classes.

To return to the Config> prompt at any time, enter the exit command at the different
levels of BRS prompts until you are at the Config> prompt.

Bandwidth Reservation Configuration Commands

This section describes the Bandwidth Reservation configuration commands. The
commands that can be used differ depending on the BRS configuration prompt that
is displayed (BRS Config>, BRS [i x] Config>, or BRS [i x] [dlci y] Config>, or
BRS [i x] [circuit defaults] Config>).

Table 2. Bandwidth Reservation Configuration Command Summary (Available from BRS

Config> prompt)

Command Function

? (Help) Displays all the commands available for
this command level or lists the options for
specific commands (if available). See

Activate-IP-precedence-filtering Activates BRS IPv4 precedence filtering of

APPN and SNA packets that are sent over
a secure IP tunnel or that are in
secondary TCP or UDP fragments. You
also must configure the setting of the IPv4
precedence bhits when you configure
DLSw, HPR over IP or TN3270.
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Table 2. Bandwidth Reservation Configuration Command Summary (Available from BRS
Config> prompt) (continued)

Command

Function

Deactivate-IP-precedence-filtering Deactivates IPv4 precedence filtering

Enable-hpr-over-ip-port-numbers Enables the use of BRS filtering for

Disable-hpr-over-ip-port-numbers Disables BRS filtering of APPN-HPR over

Interface

List

Exit

processing.

APPN-HPR over IP traffic and allows the
configuration of the UDP port numbers
used to identify HPR over IP packets.
Note: If APPN is in the load image, this
command is not supported since BRS
learns from APPN if HPR over IP has
been configured and, if it has been
configured, learns the UDP port numbers
that will be used for HPR over IP packets
from the APPN support.

IP traffic.

Note: If APPN is in the load image, this
command is not supported since BRS
learns from APPN whether or not HPR
over IP has been configured.

Selects an interface on which to configure
bandwidth reservation.

Note: This command must be entered
before using any other configuration
commands. See [able 3 and [able 4 od

Lists the interfaces that can support
bandwidth reservation and, for each
interface, indicates if bandwidth
reservation is enabled or disabled.
Returns you to the previous command

level. See LExiting a Lower Level
Environment” on page xxx.

Table 3. BRS Interface Configuration Commands Available from BRS [i #] Config> prompt
for Frame Relay Interfaces

Command

Function

? (Help)

Add-circuit-class

Assign-circuit
Change-circuit-class

Circuit

Clear-block

Deassign-circuit

Default-circuit-class

Del-circuit-class

Displays all the commands available for this command level or lists

the oEtions for specific commands (if available). See

Sets the name of a bandwidth c-class and its percentage of

bandwidth.

Assigns a specified circuit to the specified bandwidth c-class.

Changes the amount of bandwidth configured for a bandwidth

c-class.

Accesses the BRS circuit-level prompt (BRS [i x][d1ci y] Config>)
rompt where you can use the commands listed in

% to configure Bandwidth Reservation on the Frame Relay

circuit.

Clears the configuration data associated with the current interface

from SRAM. Circuit class configuration data and default circuit

definitions for traffic class handling are cleared.

Restores the specified circuit to the default c-class

Assigns the name of a default bandwidth c-class and its percentage

of the interface’s bandwidth.

Deletes the specified bandwidth c-class.
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Table 3. BRS Interface Configuration Commands Available from BRS [i #] Config> prompt
for Frame Relay Interfaces (continued)

Command Function

Disable Disables bandwidth reservation on the interface .

Enable Enables bandwidth reservation on the interface.

List Displays the c-classes and assigned circuit definitions from SRAM.
Queue-length Sets the maximum and minimum values for the number of packets

in a priority queue.

Set-circuit-defaults Accesses the BRS [i x] [circuit defaults] Config> command
prompt so that you can use the appropriate commands from
to create default circuit definitions for traffic class handling.

Show Displays the currently defined c-classes and assigned circuits from

SRAM.
previous command level. See [Exiting a | awel

Exit Returns you to the

The following table lists BRS circuit commands Available from BRS [i x] Config>
for PPP interfaces, BRS [i x] dlci [y] Config> prompt for Frame Relay circuits,
and from the BRS [i x] [circuit defaults] Config> prompt.

Table 4. BRS Traffic Class Handling Commands

Command Function

? (Help) Displays all the commands available for this command level or lists
the options for specific commands (if available). See [Getting Helpi

Add-class Allocates a designated amount of bandwidth to a user-defined traffic

class.

Create-super-class Defines the t-class called super-class.

Assign Assigns a protocol or filter to a configured traffic class.

Change-class Changes the amount of bandwidth configured for a bandwidth
t-class.

Clear-block Clears the traffic class and protocol, filter, and tag assignment
configuration data from SRAM for the PPP interface or Frame Relay
circuit.

Note: This command cannot be used from the BRS [i x] [circuit
defaults] Config> prompt.

Deassign Restores the queuing of the specified packet or filter to the default
t-class and priority.

Default-class Sets the default t-class and priority to a desired value and assigns
all unassigned protocols to the new default t-class.

Del-class Deletes a previously configured bandwidth t-class.

Disable Disables bandwidth reservation on the PPP interface or Frame
Relay circuit.

Note: BRS cannot be enabled or disabled from the BRS [i x]
[circuit defaults] Config> prompt.

Enable Enables bandwidth reservation on the PPP interface or Frame Relay
circuit.
Note: BRS cannot be enabled or disabled from the BRS [i x]
[circuit defaults] Config> prompt.

List Lists the configured t-classes and protocol, filter and tag
assignments stored in SRAM.
Queue-length Sets the maximum and minimum values for the number of packets

in a priority queue.
Note: This command is not supported at the BRS [ x] [circuit
defaults] Config> prompt.

24  MAS V3.3 Using Features



Configuring BRS and Priority Queuing

Table 4. BRS Traffic Class Handling Commands (continued)
Command Function

Show Displays the currently defined t-classes and protocol, filter, and tag
assignments stored in RAM.
Note: This command is not supported at the BRS [ x] [circuit
defaults] Config> prompt.

Tag Assigns a BRS tag name (TAGL1 - TAG5) to a MAC filter that has
been tagged during the configuration of the MAC Filtering feature.
Untag Removes the relationship between a BRS tag name (TAG1 - TAG5)

and a MAC filter that has been tagged during configuration of the
MAC filtering feature.

Use-circuit-defaults Allows the user to delete the circuit-specific definitions and use the
circuit-defaults definitions for the traffic-class handling. This
command is valid at the BRS [i x] dlci [y] Config> prompt for
Frame Relay only.

Note: The router must be reloaded in order for the defaults to
become operational.

Exit Returns you to the previous command level. See m
Lammwpag&xxxj’ " .

Use the appropriate commands to configure bandwidth reservation for the
Point-to-Point protocol (PPP) and Frame Relay. For Frame Relay, you need to
configure the circuit and the network interface. For PPP, you only need to configure
the network interface.

Notes:

1. When the clear-block, disable , enable, list, and show commands are issued
from within the BRS interface menu, they affect or list the bandwidth reservation
information configured for the selected interface. When these commands are
issued from within the BRS circuit menu, only the Frame Relay bandwidth
reservation information configured for the permanent virtual circuit (PVC) is
affected or listed.

2. Before using the bandwidth reservation commands, keep the following in mind:

* You must use the interface command to select an interface before you use
any other configuration commands. (BRS configuration enforces this.)

* The Class-name parameter is case-sensitive.
e To view the current class-names, use the list or show command.

» After you enable bandwidth reservation on an interface or circuit, you can
add/delete/change circuit and traffic classes and assign circuits or protocols
dynamically. The only commands that require a router reload before taking
effect are the enable, disable, use-circuit-defaults, and clear-block
commands.

3. You do not need to reload the router for t-class and c-class configuration
changes to take effect.

Activate-IP-precedence-filtering

Use the activate-ip-precedence-filtering command to activate BRS IPv4
precedence filtering of APPN and SNA packets that are sent over a secure IP
tunnel or that are in secondary TCP or UDP fragments. You also must configure the
setting of the IPv4 precedence bits when you configure DLSw, HPR over IP or

TN3270. See ElUsing IP Version 4 Precedence Bit Processing for SNA Traffic in |H
Becure Tunnels and Secondary Fragments” on page d for more information.

Syntax:
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activate-ip-precedence-filtering

Add-circuit-class

Add-class

Note: Used only when configuring Frame Relay.

Use the add-circuit-class command at the interface level to allocate a designated
amount of bandwidth to be used by the group of circuits assigned to the
user-defined bandwidth c-class.

Syntax:

add-circuit-class class-name %

Use the add-class command to allocate a designated amount of bandwidth to a
user-defined bandwidth t-class.

Note: If this command is used for a Frame Relay circuit that is currently using
default circuit definitions for traffic class handling, you will be asked whether
or not you want to override the default circuit definitions. If you answer “Yes”,
the circuit will be changed to use circuit-specific definitions for traffic class
handling and the command will be allowed. If you answer “No”, the
command is aborted and default circuit definitions will continue to be used
for the circuit. If you want to change the default circuit definitions, you should
go to the BRS [i x][circuit defaults]Config> command prompt.

Syntax:

add-class [class-name or class#] %

Example 1: Adding one class named CIRC17 on a Frame Relay circuit

BRS [i 1] [dlci 17] Config>add-class

This circuit is currently using circuit defaults...

Are you sure you want to override the defaults ?(Yes or [No]):y
Class name [DEFAULT]? CIRC17

Percent bandwidth to reserve [10]?5

BRS [i 1] [dlci 17] Config>list

BANDWIDTH RESERVATION Tisting from SRAM

bandwidth reservation is enabled

interface number 1, circuit number 17

maximum queue length 10, minimum queue length 3

total bandwidth allocated 65%

total classes defined (counting one local and one default) 5

class LOCAL has 10% bandwidth allocated
protocols and filters cannot be assigned to this class.

class DEFAULT has 40% bandwidth allocated
the following protocols and filters are assigned:
protocol DNA with default priority is not discard eligible
protocol VINES with default priority is not discard eligible
protocol IPX with default priority is not discard eligible
protocol 0SI with default priority is not discard eligible
protocol VOFR with default priority is not discard eligible
protocol AP2 with default priority is not discard eligible
protocol ASRT with default priority is not discard eligible

class DEF1 has 5% bandwidth allocated
protocol IP with priority NORMAL is not discard eligible.
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class DEF2 has 5% bandwidth allocated
protocol ARP with priority NORMAL is not discard eligible.

class CIRC171 has 5% bandwidth allocated
no protocols or filters are assigned to this class.

assigned tags:

default class is DEFAULT with priority NORMAL

Example 2: Adding one class named classl on a Frame Relay circuit

BRS [i 2] [dlci 128]>add

This circuit is currently using circuit defaults...

Are you sure you want to override the defaults ?(Yes or [No]): y
Class name [DEFAULT]?

Class is already allocated.

BRS [i 2] [dlci 128]>add classl

Percent bandwidth to reserve [10]?

BRS [i 2] [dlci 128]>

BRS [ 2] [dlci 128]>1ist

BANDWIDTH RESERVATION 1isting from SRAM

bandwidth reservation is enabled

interface number 2, circuit number 128

maximum queue length 10, minimum queue length 3

total bandwidth allocated 60%

total classes defined (counting one local and one default) 3

class LOCAL has 10% bandwidth allocated
protocols and filters cannot be assigned to this class.

class DEFAULT has 40% bandwidth allocated
the following protocols and filters are assigned:

protocol IP with default priority is not discard eligible
protocol ARP with default priority is not discard eligible
protocol DNA with default priority is not discard eligible
protocol VINES with default priority is not discard eligible
protocol IPX with default priority is not discard eligible
protocol 0SI with default priority is not discard eligible
protocol VOFR with default priority is not discard eligible
protocol AP2 with default priority is not discard eligible
protocol ASRT with default priority is not discard eligible

class classl has 10% bandwidth allocated
no protocols or filters are assigned to this class.

assigned tags:
default class is DEFAULT with priority NORMAL

BRS [i 2] [dlci 128]>

| Assign

Use the assign command to assign specified tags, protocol packets, or filters to a
given t-class and priority within that class. The four priority types include:

* Urgent

* High

* Normal (the default priority)
* Low.

Note: The protocol Voice over Frame Relay (VOFR) is used when voice packets
are sent over a Frame Relay interface. If a circuit will carry voice packets
only, assign only one t-class on the circuit and specify the protocol as VOFR.
Only one t-class is allowed because one t-class does not have priority over
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another. If there is more than one t-class, a t-class that does not carry voice
can get control of the bandwidth and interfere with the transmission of the

voice traffic. To ensure that voice traffic will receive immediate transmission,
VOFR traffic and VOFR traffic only should be given the priority type Urgent.

Fragmentation over Frame Relay as described in the kbnable fragmentation |

in the chapter “Configuring and Monitoring Frame Relay
Interfaces” in 1 7 !

must be configured over the circuit if it will carry data traffic as well as voice.
This is necessary so that large data packets will not use up the bandwidth
and prevent the voice packets from getting through quickly enough.

Syntax:

assign [protocol-class or TAG or filter-class] [class-name or

class#|

The assign command also allows you to set the Discard-eligible (DE) bit for Frame
Relay frames.

Note: If this command is used for a Frame Relay circuit that is currently using
default circuit definitions for traffic class handling, you will be asked whether
or not you want to override the default circuit definitions. If you answer “Yes”,
the circuit will be changed to use circuit-specific definitions for traffic class
handling and the command will be allowed. If you answer “No”, the
command is aborted and default circuit definitions will continue to be used
for the circuit. If you want to change the default circuit definitions, you should
go to the BRS [i x][circuit defaults]Config> command prompt.

Example 1:

assign IPX test
priority <URGENT/HIGH/NORMAL/LOW>: [NORMAL]? low
protocol IPX maps to class test with priority LOW Discard eligible <yes/no> [N]?

Example 2: Assigning a TOS filter to classl; classl has previously been
added to the configuration using the  add class command.

BRS [i 2] [dlci 128]>assign ?
IP

ARP

DNA

VINES

IPX

0SI

VOFR

AP2

ASRT
TUNNELING-IP
SDLC/BSC-IP
RLOGIN-IP
TELNET-IP
NETBIOS
SNA/APPN-ISR
SNMP-IP
MULTICAST-IP
DLSW-IP

TAG1

TAGZ

TAG3

TAG4

TAGS
APPN-HPR
NETWORK-HPR
HIGH-HPR
MEDIUM-HPR
LOW-HPR
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XTP-IP

UDP_TCP1

UDP_TCP2

UDP_TCP3

UDP_TCP4

UDP_TCP5

TOS1

T0S2

TOS3

T0S4

TOS5

Protocol or filter name [IP]? TOS1
Class name [DEFAULT]? classl H
Priority [NORMAL]?

Frame Relay Discard Eligible [NO]?
TOS Mask [1-FF] [FF]?

TOS Range (Low) [0-FF] [0]? 1

TOS Range (High) [1]? 3

BRS [i 2] [dlci 128]> list

BANDWIDTH RESERVATION Tisting from SRAM

bandwidth reservation is enabled

interface number 2, circuit number 128

maximum queue length 10, minimum queue length 3

total bandwidth allocated 60%

total classes defined (counting one Tocal and one default) 3

class LOCAL has 10% bandwidth allocated
protocols and filters cannot be assigned to this class.

class DEFAULT has 40% bandwidth allocated
the following protocols and filters are assigned:

protocol IP with default priority is not discard eligible
protocol ARP with default priority is not discard eligible
protocol DNA with default priority is not discard eligible
protocol VINES with default priority is not discard eligible
protocol IPX with default priority is not discard eligible
protocol OSI with default priority is not discard eligible
protocol VOFR with default priority is not discard eligible
protocol AP2 with default priority is not discard eligible
protocol ASRT with default priority is not discard eligible

class classl has 10% bandwidth allocated
the following protocols and filters are assigned:
filter TOS1 with priority NORMAL is not discard eligible
with TOS range x1 - x3 and TOS mask xFF

assigned tags:
default class is DEFAULT with priority NORMAL
BRS [i 2] [dlci 128]>show

BANDWIDTH RESERVATION currently in RAM
interface number 2, circuit number 128
maximum queue length 10, minimum queue length 3
3 current defined classes:
class LOCAL has 10% bandwidth allocated
class DEFAULT has 40% bandwidth allocated
class classl has 10% bandwidth allocated

protocol and filter assignments:

Protocol/Filter Class Priority Discard Eligible
1P DEFAULT NORMAL NO
ARP DEFAULT NORMAL NO
DNA DEFAULT NORMAL NO
VINES DEFAULT NORMAL NO
IPX DEFAULT NORMAL NO
0SI DEFAULT NORMAL NO
VOFR DEFAULT NORMAL NO
AP2 DEFAULT NORMAL NO
ASRT DEFAULT NORMAL NO
TOS1 classl NORMAL NO

with TOS range x1 - x3
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Assign-circuit

and TOS mask xFF

BRS [ 2] [dlci 128]>

Using the TOS filter requires you to enter three parameters: TOS mask, TOS
range-low, and TOS range- high. Refer to the command “Add1 in the chaptet
ECaonfiguring and Monitoring 1P in the |[Pratacal Configuration and Maonitoring
Reference Volume 1 for a description of these parameters.

Note: Used only when configuring Frame Relay.

Use the assign-circuit command at the interface level to assign the specified
circuit to the specified bandwidth c-class. Use the DLCI when assigning a PVC to a
circuit class and the circuit name when assigning an SVC to a circuit class.

Note: You must use the circuit command to enable BRS on the virtual circuit and
reload the router before you can use this command to assign the circuit to a
circuit class.

Syntax:

assign-circuit # class name

Change-circuit-class

Change-class

Note: Used only when configuring Frame Relay.

Use the change-circuit-class command at the interface level to change the
percentage of the bandwidth to be used by the group of circuits assigned to the
specified c-class.

Syntax:

change-circuit-class class-name %

Use the change-class command to change the amount of bandwidth configured for
a bandwidth t-class.

Note: If this command is used for a Frame Relay circuit that is currently using
default circuit definitions for traffic class handling, you will be asked whether
or not you want to override the default circuit definitions. If you answer “Yes”,
the circuit will be changed to use circuit-specific definitions for traffic class
handling and the command will be allowed. If you answer “No”, the
command is aborted and default circuit definitions will continue to be used
for the circuit. If you want to change the default circuit definitions, you should
go to the BRS [i x][circuit defaults]Config> command prompt.

Syntax:

change-class [class-name or class#] %
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Note: Used only when configuring Frame Relay.

Use the circuit command to configure a Frame Relay permanent virtual circuit
(PVC) or switched virtual circuit (SVC). This command can only be issued from the
BRS interface configuration prompt (BRS [i #] Config>).

Syntax:

circuit

Before you can use the add-class , assign , default-class , del-class , deassign , or
change-class commands, you must enable BRS on the circuit and reload the
router.

PVC example:

BRS [i 1] Config> circuit
Circuit (PVC number or SVC name) to reserve bandwidth: [16]

BRS [i 1] [dlci 16] Config> enable

SVC example:

BRS [i 1] Config> circuit
Circuit (PVC number or SVC name) to reserve bandwidth: [16] svc0l

BRS [i 1] [svc svcOl] Config> enable

After the enable command is issued for the Frame-Relay circuit and the router is
reloaded, the following configuration commands are available for the circuit:

add-class deassign enable tag

assign default-class exit untag
change-class del-class list clear-block
disable show use-circuit-defaults

Use the clear-block command to clear the current bandwidth reservation
configuration data from SRAM.

Syntax:

clear-block

» If you enter this command from the interface prompt for PPP, all BRS
configuration data is cleared for the interface.

* If you enter this command from the interface prompt for Frame Relay, BRS is no
longer enabled on the interface or on any circuits of the interface, and all
circuit-class configuration data and default circuit definitions for traffic class
handling are cleared. However, the traffic-class configuration data for each
individual circuit is not cleared and is available if you re-enable BRS on the
interface.

» To clear a circuit’s traffic-class configuration data, you first enter the circuit
command from the interface-level prompt and then the clear-block command
from the circuit-level prompt. After you have cleared the traffic-class configuration

Chapter 2. Configuring and Monitoring Bandwidth Reservation 31



Configuring BRS and Priority Queuing

data for each circuit, enter the clear-block command from the interface-level
prompt to clear the circuit-class configuration data. The changes do not take
effect until the router is reloaded.

Example:

clear-block

You are about to clear BRS configuration information for this interface
Are you sure you want to do this (Yes or No): y

BRS [i 1] Config>

Create-super-class

Use the create-super-class command to configure a t-class called super-class on
the PPP interface or Frame Relay circuit. Only one super-class can be configured
for each PPP interface or Frame Relay circuit. No bandwidth percentage is
associated with the super-class. Any protocol or filter data that is assigned to a
super-class will be transmitted prior to protocol or filter data assigned to any other
t-classes on the PPP interface or the Frame Relay circuit. A super-class for the
Voice over Frame Relay (VOFR) protocol should be configured for a circuit that
transports both voice and data packets. In this environment, configuring the
super-class to carry voice helps to insure that voice packets get priority.

Syntax:

geate-super-class

Deactivate-IP-precedence-filtering

Use the deactivate-ip-precedence-filtering command to deactivate IPv4
precedence filtering processing.
Syntax:

deactivate-ip-precedence-filtering

Deassign

Use the deassign command to restore the queuing of the specified protocol packet
or filter to the default t-class and priority.

Note: If this command is used for a Frame Relay circuit that is currently using
default circuit definitions for traffic class handling, you will be asked whether
or not you want to override the default circuit definitions. If you answer “Yes”,
the circuit will be changed to use circuit-specific definitions for traffic class
handling and the command will be allowed. If you answer “No”, the
command is aborted and default circuit definitions will continue to be used
for the circuit. If you want to change the default circuit definitions, you should
go to the BRS [i x][circuit defaults]Config> command prompt.

Syntax:

deassign [prot-class or filter-class]
Deassign-circuit

Note: Used only when configuring Frame Relay.
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Use the deassign-circuit command at the interface level to restore the queuing of
the specified circuit to the default c-class.

Syntax:

deassign-c #

Default-circuit-class

Del-circuit-class

Default-class

Del-class

Note: Used only when configuring Frame Relay.

Use the default-circuit-class command at the interface level to set the
user-defined name of the default bandwidth c-class and the percentage of the
bandwidth allocated to that class of circuits, including orphans, that are not
assigned to a bandwidth c-class.

Syntax:

default-circuit-class class-name %

Note: Used only when configuring Frame Relay.

Use the del-circuit-class command at the interface level to delete the specified
bandwidth c-class.

Syntax:

del-circuit-class class-name

Use the default-class command to set the default t-class and priority to a desired
value. If no value has been previously assigned, system default values are used.
Otherwise, the last previously assigned value is used.

Note: If this command is used for a Frame Relay circuit that is currently using
default circuit definitions for traffic class handling, you will be asked whether
or not you want to override the default circuit definitions. If you answer “Yes”,
the circuit will be changed to use circuit-specific definitions for traffic class
handling and the command will be allowed. If you answer “No”, the
command is aborted and default circuit definitions will continue to be used
for the circuit. If you want to change the default circuit definitions, you should
go to the BRS [i x][circuit defaults]Config> command prompt.

Syntax:

default-cl [class-name or class#| priority

Use the del-class command to delete a previously configured bandwidth t-class
from the specified interface or circuit.

Note: If this command is used for a Frame Relay circuit that is currently using
default circuit definitions for traffic class handling, you will be asked whether
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Disable

or not you want to override the default circuit definitions. If you answer “Yes”,
the circuit will be changed to use circuit-specific definitions for traffic class
handling and the command will be allowed. If you answer “No”, the
command is aborted and default circuit definitions will continue to be used
for the circuit. If you want to change the default circuit definitions, you should
go to the BRS [i x][circuit defaults]Config> command prompt.

Syntax:

del-class [class-name or class#]

Use the disable command to disable bandwidth reservation on the interface (if
entered from the interface prompt) or on the circuit (if entered from the circuit
prompt). The changes do not take effect until the router is reloaded.

To verify that bandwidth reservation is disabled, enter the list command.

Syntax:

disable

Disable-hpr-over-ip-port-numbers

Enable

Use the disable-hpr-over-ip-port-numbers ~ command to disable BRS filtering of
HPR over IP traffic.

Syntax:

disable-hpr-over-ip-port-numbers

To verify that BRS filtering of HPR over IP traffic is disabled, enter the list
command.

Note: If APPN is included in the load image, you configure whether or not HPR
over IP traffic will be used at the APPN Config> command prompt.

Use the enable command to enable bandwidth reservation on the interface (if
entered from the interface prompt) or the circuit (if entered from the circuit prompt).
The changes do not take effect until the router is reloaded.

Syntax:

enable

Note:

* When configuring BRS on a PPP interface, issue the enable command at
the interface prompt, and then reload the router before configuring any
traffic classes and assigning protocols and filters to traffic classes.

* When BRS is initially enabled on a Frame Relay circuit, the circuit is
initialized to use default circuit definitions for traffic class handling. Issue
the enable command at the interface prompt and at the circuit prompt of
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each circuit for which you want to define traffic classes. Then reload the
router before configuring circuit classes for the interface and traffic classes
for each circuit. For example:

t6

Gateway user configuration

Config>f brs

Bandwidth Reservation User Configuration

BRS Config>interface 1

BRS [i 1] Config>enable

Please reload router for this command to take effect
BRS [i 1] Config>list

BANDWIDTH RESERVATION Tisting from SRAM

bandwidth reservation is enabled

interface number 1

maximum queue length 10, minimum queue length 3

total bandwidth allocated 10%

total circuit classes defined (counting one default) 1

class DEFAULT has 10% bandwidth allocated
no circuits are assigned to this class.

default class is DEFAULT

BRS [i 1] Config>circ 16
BRS [i 1] [dlci 16] Config>enable

Defaults are in effect for this circuit.
Please reload router for this command to take effect.

BRS [i 1] [dlci 16] Config>ex

Please reload router for this command to take effect.

BRS [i 1] [dlci 16] Config>

Enable-hpr-over-ip-port-numbers

Use the enable-hpr-over-ip-port-numbers

command to enable BRS filtering of

APPN-HPR over IP traffic and to configure UDP port numbers used to identify HPR

over IP packets.

Note: If APPN is included in the load image, you enable HPR over IP and specify

the UDP port numbers used for HPR over IP traffic at the APPN Config>

command prompt.

Syntax:

enable-hpr-over-ip-port-numbers

Example:

BRS Config> enable-hpr-over-ip-port-numbers
XID exchange port number [12000]?

HPR net trans prio port number [12001]?
HPR high trans prio port number [12002]?
HPR medium trans prio port number [12003]7?
HPR Tow trans prio port number [12004]?

XID exchange port number

This parameter specifies the UDP port number to be used for XID

exchange. This port number must be the same as the one defined on other

devices in the network.
Valid Values : 1024 - 65535
Default Value : 12000

Network priority port number

This parameter specifies the UDP port number to be used for network
priority traffic. This port number must be the same as the one defined on

other devices in the network.
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Valid Values : 1024 - 65535
Default Value :12001

High exchange port number
This parameter specifies the UDP port number to be used for high priority
traffic. This port number must be the same as the one defined on other
devices in the network.

Valid Values : 1024 - 65535
Default Value :12002

Medium exchange port number
This parameter specifies the UDP port number to be used for medium
priority traffic. This port number must be the same as the one defined on
other devices in the network.

Valid Values : 1024 - 65535
Default Value :12003

Low exchange port number
This parameter specifies the UDP port number to be used for low priority
traffic. This port number must be the same as the one defined on other
devices in the network.

Valid Values : 1024 - 65535
Default Value :12004

Interface

Use the interface command to select the serial interface to which bandwidth
reservation configuration commands will be applied. Bandwidth reservation is
supported on routers running PPP (Point-to-Point Protocol) and Frame Relay
interfaces.

Syntax:
interface interface#

Notes:

1. To enter bandwidth reservation commands for a new interface, this command
must be entered before using any other bandwidth reservation configuration
commands. If you have exited the bandwidth reservation prompt and wish to
return to make bandwidth reservation changes to a previously configured
interface, this command must again be entered first.

2. If WAN Restoral is used and BRS is configured on a primary interface, BRS
should also be configured on the secondary interface. Typically when WAN
Restoral is used, the secondary interface takes on the identity of the primary
interface. This is not true for BRS; therefore, BRS needs to be configured on
both the primary and secondary interfaces.

To enable Bandwidth Reservation on a particular interface, at the BRS Config>
prompt, enter the number of the interface that supports the particular protocol or
feature. You can then use the BRS enable configuration command as described in
this chapter. After enabling the interface number, you must reload the 2216 for the
command to take effect before you can make any other configuration changes to
the interface.
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Notes:

1. If you are configuring BRS on a Frame Relay interface, you can use the circuit
command to select circuits and enable bandwidth reservation on those circuits
before you reload the router.

Use the list command to display currently defined bandwidth classes and their
guaranteed percentage rates.

The list command and show command are similar. The list command displays the
current SRAM definitions and the show command displays the current RAM
definitions.

Syntax:

list interface#

Depending on the prompt at which you issue the list command, various outputs are
displayed. You can issue the list command from the following prompts:

e BRS [i 1] [dlci 16] Config>

e BRS [i 1] Config>

* BRS Config>

e BRS [i 1] [circuit defaults] Config>

Note: When you use this command from a Frame Relay circuit prompt (BRS
[i x] [d1ci y] Config>) it indicates if the circuit is using default
circuit definitions or circuit-specific definitions for traffic class
handling. If the circuit is using default circuit definitions, the traffic
class, protocol, filter, and tag assignments currently defined for
default circuit definitions are displayed. However, if you want to alter
the default circuit definitions, you need to get to the BRS[i x]
[circuit defaults] Config> prompt to make changes.

At the BRS interface level prompt (BRS [i 0]) for PPP interfaces and at the BRS
circuit level prompt (BRS [i 0] [d1ci 16] Config>) for Frame Relay interfaces, the
list command lists the traffic classes, their configured bandwidth percentages, and
the assigned protocols and filters.

At the BRS interface level prompt for Frame Relay, the list command lists the
circuit classes, their configured bandwidth percentages, and the assigned circuits.

Example 1

BRS Config>list
Bandwidth Reservation is available for 2 interfaces.

Interface Type State
1 FR Enabled
2 PPP Enabled

The use of HPR over IP port numbers is disabled

BRS Config>interface 1
BRS [i 1] Config>list

BANDWIDTH RESERVATION 1isting from SRAM
bandwidth reservation is enabled

interface number 1

maximum queue length 10, minimum queue length 3
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total bandwidth allocated 10%
total circuit classes defined (counting one default) 1

class DEFAULT has 10% bandwidth allocated
the following circuits are assigned:
17
16 using defaults.
18 wusing defaults.

default class is DEFAULT

BRS [i 2] Config>exit
BRS Config>interface 2
BRS [i 2] Config>list

BANDWIDTH RESERVATION 1listing from SRAM

bandwidth reservation is enabled

interface number 2

maximum queue length 10, minimum queue length 3

total bandwidth allocated 50%

total classes defined (counting one Tocal and one default) 2

class LOCAL has 10% bandwidth allocated
protocols and filters cannot be assigned to this class.

class DEFAULT has 40% bandwidth allocated
the following protocols and filters are assigned:

protocol IP with default priority
protocol ARP with default priority
protocol DNA with default priority
protocol VINES with default priority
protocol IPX with default priority
protocol 0SI with default priority
protocol VOFR with default priority
protocol AP2 with default priority
protocol ASRT with default priority

assigned tags:
default class is DEFAULT with priority NORMAL
BRS [i 2] Config>

Example 2
BRS [i 1] [dlci 17] Config>list

BANDWIDTH RESERVATION 1listing from SRAM

bandwidth reservation is enabled

maximum queue length 10, minimum queue length 3

total bandwidth allocated 60%

total classes defined (counting one local and one default) 3

class LOCAL has 10% bandwidth allocated
protocols and filters cannot be assigned to this class.

class DEFAULT has 40% bandwidth allocated
the following protocols and filters are assigned:
protocol ASRT with priority NORMAL is not discard eligible
filter NETBIOS with priority NORMAL is not discard eligible

class CLASS1 has 10% bandwidth allocated
the following protocols and filters are assigned:
protocol IP with priority NORMAL is not discard eligible
protocol ARP with priority NORMAL is not discard eligible
protocol DNA with priority NORMAL is not discard eligible
protocol VINES with priority NORMAL is not discard eligible
protocol IPX with priority NORMAL is discard eligible
protocol OSI with priority NORMAL is not discard eligible
protocol VOFR with priority NORMAL is not discard eligible
protocol AP2 with priority NORMAL is not discard eligible

Example 3
BRS [i 1] [circuit defaults] Config>list

BANDWIDTH RESERVATION listing from SRAM

bandwidth reservation is enabled

interface number 1, default circuit

maximum queue length 10, minimum queue length 3

total bandwidth allocated 70%

total classes defined (counting one local and one default) 4
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class LOCAL has 10% bandwidth allocated
protocols and filters cannot be assigned to this class.

class DEFAULT has 40% bandwidth allocated
the following protocols and filters are assigned:
protocol DNA with default priority is not discard eligible
protocol VINES with default priority is not discard eligible
protocol IPX with default priority is not discard eligible
protocol OSI with default priority is not discard eligible
protocol VOFR with default priority is not discard eligible
protocol AP2 with default priority is not discard eligible
protocol ASRT with default priority is not discard eligible

class DEF1 has 10% bandwidth allocated
protocol IP with priority NORMAL is not discard eligible.

class DEF2 has 10% bandwidth allocated

protocol ARP with priority NORMAL is not discard eligible.
assigned tags:

default class is DEFAULT with priority NORMAL

BRS [i 1] [circuit defaults] Config>

Example 4

BRS Config>list
Bandwidth Reservation is available for 2 interfaces.

Interface Type State
1 FR Enabled
2 PPP Enabled

The use of HPR over IP port numbers is enabled.

Transmission Type  Port Number

XID exchange 12000
HPR network 12001
HPR high 12002
HPR medium 12003
HPR Tow 12004

Queue-length

Use the queue-length command to set the number of packets that can be queued
in each BRS priority queue. Each BRS class has a priority value assigned to its
protocols, filters, and tags, and each priority queue can store the number of packets
that you specify with this command.

Syntax:
queue-length maximum-length minimum-length
This command sets the maximum number of buffers that can be queued in each

BRS priority queue as well as the maximum number that can be queued in each
BRS priority queue when there is a shortage of router input buffers.

If you issue queue-length for a PPP interface, the command sets the queue-length
values for each priority queue of each BRS t-class that is defined for the interface.

If you issue queue-length for a Frame Relay interface (at the prompt: BRS [i

0] Config>), the command sets the default queue-length values for each priority
queue of each BRS t-class that is defined for each permanent virtual circuit of the
interface.

Chapter 2. Configuring and Monitoring Bandwidth Reservation 39



Configuring BRS and Priority Queuing

If you issue queue-length for a Frame-Relay PVC (at a prompt like this: BRS [i

0] [dlci 16] Config>) the command sets the queue length values for each priority
queue of each BRS t-class that is defined for the PVC. These values override the
default queue length values set for the Frame Relay interface.

Attention: Do not use this command unless it is essential to do so. The default
values for queue length are the recommended values for most users. If you set the
values for queue length too high, you may seriously degrade the performance of
your router.

Set-circuit-defaults

Show

Use the set-circuit-defaults command to access the commands used to define
default circuit definitions for traffic class handling. These default circuit definitions
can then be used by any Frame Relay circuits on the interface that can use the
same traffic classes and protocol, filter, and tag assignments.

Syntax:

set-circuit-defaults

Use the show command to display currently defined bandwidth classes stored in
RAM.

Syntax:

show interface#

Depending on the prompt at which you issue the show command, various outputs
are displayed. You can issue the show command from the following prompts:

* BRS [i x] Config> - interface level prompt for interface number x.

« BRS [i x] [dlci y] Config> - circuit level prompt for circuit y on Frame
Relay interface number x. The following example shows the output of the
show command from the circuit level prompt.

BRS [i 1] [dlci 17] Config>show

Protocol/Filter Class Priority Discard Eligible
1P CLASS1 NORMAL NO
ARP CLASS1 NORMAL NO
DNA CLASS1 NORMAL NO
VINES CLASS1 NORMAL NO
IPX CLASS1 NORMAL YES
0SI CLASS1 NORMAL NO
VOFR CLASS1 NORMAL NO
AP2 CLASS1 NORMAL NO
ASRT DEFAULT NORMAL NO
NETBIOS DEFAULT NORMAL NO

At the interface prompt for PPP and the circuit prompt for Frame Relay, traffic class
information is displayed. At the interface prompt for Frame Relay, circuit class
information is displayed.

Notes:

1. When you use this command from a Frame Relay circuit prompt (BRS [i x]
[d1ci y] Config>) it indicates if the circuit is using default circuit definitions or
circuit-specific definitions for traffic class handling. If the circuit is using default
circuit definitions, the traffic class, protocol, filter, and tag assignments currently
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defined for default circuit definitions are displayed. However, if you want to alter
the default circuit definitions, you need to get to the BRS [i x] [circuit
defaults] Config> prompt to make changes.

2. This command cannot be used from the BRS [i x] [circuit defaults]
Config> prompt.

Use the tag command to assign a MAC filter item that has been tagged during the
configuration of the MAC filtering feature to the next available BRS tag name. The
BRS tag names are TAG1, TAG2, TAG3, TAG4, and TAGS5. You use the BRS tag
name on the assign command to assign the tag to a BRS traffic class.

Syntax:

tag mac _filter_tag#

Use the list command to list which MAC filter tags have been assigned to a BRS
tag name and which BRS tag names have been assigned to a bandwidth traffic
class.

Note: If this command is used for a Frame Relay circuit that is currently using
default circuit definitions for traffic class handling, you will be asked whether
or not you want to override the default circuit definitions. If you answer “Yes”,
the circuit will be changed to use circuit-specific definitions for traffic class
handling and the command will be allowed. If you answer “No,” the
command is aborted and default circuit definitions will continue to be used
for the circuit. If you want to change the default circuit definitions, you should
go to the BRS [i x][circuit defaults]Config> command prompt.

Use the untag command to remove the MAC filter tag number and BRS tag name
relationship. A tag can be removed only if its corresponding BRS tag name is not
assigned to a bandwidth traffic class.

Syntax:

untag mac_filter_tag#

Use the list command to show which MAC filter tags are assigned to a BRS tag
name and which BRS tag names are assigned to a traffic class.

Note: If this command is used for a Frame Relay circuit that is currently using
default circuit definitions for traffic class handling, you will be asked whether
or not you want to override the default circuit definitions. If you answer “Yes”,
the circuit will be changed to use circuit-specific definitions for traffic class
handling and the command will be allowed. If you answer “No”, the
command is aborted and default circuit definitions will continue to be used
for the circuit. If you want to change the default circuit definitions, you should
go to the BRS [i x][circuit defaults]Config> command prompt.
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Use-circuit-defaults

Use the use-circuit-defaults command at the circuit level to delete the
circuit-specific definitions and use the circuit default definitions for traffic-class
handling. You will be prompted to confirm that you want to use the circuit defaults.

Syntax:

use-circuit-defaults

Notes:

1.
2.

This command is used only when configuring Frame Relay
The router must be reloaded for the defaults to become operational.

Example:

BRS [i 1] [dlci 17] Config>use-circuit-defaults

This circuit is currently NOT using circuit defaults...

?re]{ou sure you want to delete current definitions and use defaults ? (Yes or
No]): y

Defaults are in effect for this circuit.

Please reload router for this command to take effect.

BRS [i 1] [dlci 17] Config>

Accessing the Bandwidth Reservation Monitoring Prompt

To access bandwidth reservation monitoring commands and to monitor bandwidth
reservation on your router, do the following:

1.
2.
3.
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At the OPCON prompt (*), type talk 5.
At the GWCON prompt (+), type feature brs.

At the BRS> prompt, type interface #, where # is the number of the interface that
you want to monitor. This takes you to the BRS interface-level prompt, BRS [i
x]>, where x is the interface number.

For Frame Relay only, type circuit # at the interface prompt to specify the
circuit on this interface that you want to monitor.

This takes you to the circuit-level prompt BRS [i x] [d1ci y]>, where x is the
interface number and y is the circuit number.

At the prompt, type the appropriate monitoring command. (Refer to fBandwidtd

” .)
The talk 5 (t 5) command lets you access the monitoring process.

The feature brs command lets you access the BRS monitoring process. You
can enter this command by using either the feature name (brs) or number (1).

The interface # command selects the particular interface that you want to
monitor for bandwidth reservation.

The circuit # command selects the DLCI of a Frame Relay permanent virtual
circuit (PVC).

To return to the GWCON prompt at any time, type the exit command at the
BRS> prompt.

Once you access the bandwidth reservation monitoring prompt (BRS>), you can
enter any of the specific monitoring commands described in
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Bandwidth Reservation Monitoring Commands

Circuit

This section summarizes and explains the Bandwidth Reservation monitoring
commands. B shows the Bandwidth Reservation monitoring commands. The
commands that can be used differ depending on the BRS monitoring prompt (BRS>,
BRS [i x]>, or BRS [i x] [dlci y]>).

Table 5. Bandwidth Reservation Monitoring Command Summary
Used Only With

Command FR Function

? (Help) Displays all the commands available for this
command level or lists the options for specific
commands (if available). See

Circuit yes Selects the DLCI of a Frame Relay permanent

virtual circuit (PVC). To monitor Frame Relay
bandwidth reservation traffic, you must be at the
circuit prompt level.

Clear Clears the current t-class counters and stores
them as last t-class counters. Counters are
listed by class.

Clear-circuit-class yes Clears the current c-class counters and stores
them as last c-class counters. Counters are
listed by class.

Counters Displays the current t-class counters.
Counters-circuit-class yes Displays the current c-class counters.
Interface Selects the interface to monitor.

Note: This command must be entered before
using any other bandwidth reservation
monitoring commands.

Last Displays the last saved t-class counters.
Last-circuit-class yes Displays the last saved c-class counters.
Exit Returns you to the previous command level. See

”

Note: Used only when monitoring Frame Relay.

Use the circuit command to select the DLCI of a Frame Relay PVC for monitoring.
This command can be issued only from the BRS interface monitoring prompt (BRS

[i #]1>).

Syntax:

circuit permanent-virtual-circuit-#

After the Frame Relay circuit has been selected, the following commands can be

used at the circuit prompt:
CLEAR
COUNTERS

LAST
EXIT
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Clear

Use the clear command to save the current bandwidth reservation t-class counters
so that they can be retrieved using the last command and clear the values. The
counters are kept on a bandwidth traffic class basis.

Syntax:

clear

Clear-Circuit-Class
Note: Used only when monitoring Frame Relay.

Use the clear-circuit-class command to save the current bandwidth reservation
c-class counters so that they can be retrieved using the last-circuit-class
command and clear the values. The counters are kept on a circuit class basis.
Syntax:

clear-circuit-class

Counters

Use the counters command to display statistics describing bandwidth reservation
traffic for the traffic classes configured for a PPP interface or Frame Relay circuit.

Syntax:

counters

Example:
counters

Bandwidth Reservation Counters
interface number 1

Class Pkt Xmit Bytes Xmit Bytes Ovfl Pkt Ovfl Q_Ten
LOCAL 10 914 0 0
LOW 0 0 0 0 0
NORMAL 10 914 0 0 0
HIGH 0 0 0 0 0
URGENT 0 0 0 0 0
DEFAULT 55 5555 0 0
LOW 0 0 0 0 0
NORMAL 20 5020 0 0 0
HIGH 0 0 0 0 0
URGENT 35 535 0 0 0
CLASS_1 5 910 0 0
LOW 0 0 0 0 0
NORMAL 5 910 0 0 0
HIGH 0 0 0 0 0
URGENT 0 0 0 0 0
CLASS_2 70 4123 0 0
LOW 10 617 0 0 0
NORMAL 55 3117 0 0 0
HIGH 0 0 0 0 0
URGENT 5 389 0 0 0
TOTAL 140 11502 0 0
Bytes Ovfl

Lists the number of bytes for packets that could not be transmitted
because either the maximum queue-length was reached for a
priority queue or the packet could not be queued because the
priority queue was at the minimum queue length threshold and the
packet came from an interface that was running low on receive
buffers.
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Pkt Ovfl
Lists the number of packets that could not be transmitted because
either the maximum queue-length was reached for a priority queue
or the packet could not be queued because the priority queue was
at the minimum queue length threshold and the packet came from
an interface that was running low on receive buffers.

Q_len The current number of packets waiting for transmit on each of the
priority queues within each traffic class.

Counters-circuit-class

Interface

Last

Note: Used only when monitoring Frame Relay.

Use the counters-circuit-class command to display statistics for the traffic classes
configured for a Frame Relay circuit.

Syntax:

counters-circuit-class

Example:
counters-circuit-class

Bandwidth Reservation Circuit Class Counters
Interface 1

Class Pkt Xmit Bytes Xmit Bytes Ovfl
DEFAULT 25 3402 26
CIRCLASS1 1 56 0
CIRCLASS2 0 0 0
TOTAL 26 3458 26

Use the interface command to select the serial interface to which bandwidth
reservation monitoring commands will be applied. Bandwidth reservation is
supported on routers running the PPP (Point-to-Point Protocol) and Frame Relay
interfaces.

Syntax:

interface interface#

Note: To enter bandwidth reservation commands for a new interface, this command
must be entered before using any other bandwidth reservation monitoring
commands. If you have exited the bandwidth reservation monitoring prompt
(BRS>) and want to return to monitor bandwidth reservation, you must again
enter this command first.

To monitor Bandwidth Reservation on a particular interface, at the BRS> monitoring

prompt, type the number of the interface. You can then use bandwidth reservation
monitoring commands as described in this chapter.

Use the last command to display the last saved t-class statistics. The t-class
statistics are displayed in the same format as they are for the counters command.
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Syntax:

last

Last-circuit-class
Note: Used only when monitoring Frame Relay.
Use the last-circuit-class command to display the last saved circuit class statistics.
The c-class statistics are displayed in the same format as they are for the

counters-circuit-class command.

Syntax:

last-circuit-class
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Chapter 3. Using MAC Filtering

This chapter describes how to use medium access control (MAC) for specifying
packet filters to be applied to packets during processing. It includes the following
sections:

Filters are a set of rules applied to a packet to determine how the packet should be
handled during bridging. MAC filtering affects only bridged traffic.

Note: MAC Filtering is allowed on tunnel traffic.

During the filtering process, packets are processed, filtered, or tagged during
bridging. The actions are:

* Processed — Packets are permitted to pass unaffected through the bridge.
» Filtered — Packets are not permitted to pass through the bridge.

» Tagged — Packets are allowed to pass through the bridge, but are marked with a
number in the range 1 through 64 based on a configurable parameter.

A MAC filter consists of the following three objects:

1. Filter-item — which is a single rule that is applied to the address field or an
arbitrary window of data within a packet. The result of applying the rule is either
a true (successful match) or false (no match) condition.

2. Filter-list — which contains a list of one or more filter-items.
3. Filter — which contains a set of filter-lists.

MAC Filtering and DLSw Traffic

You can filter incoming LLC traffic for the DLSw network by implementing MAC
Filtering.

To set up a filter for LLC, use the Bridge Net number as the interface number for
the filter. Determine the Bridge Net number by adding two to the number of
interfaces configured for your router. Enter the list devices command at the
Config> prompt, or enter configuration at the + prompt to see a list of interfaces.

In the following example, the Bridge Net number is 7.

Ifc 0 Token Ring STot: 1 Port: 1
Ifc 1 Token Ring STot: 1 Port: 2
Ifc 2 Token Ring Slot: 2 Port: 1
Ifc 3 Token Ring Slot: 2 Port: 2
Ifc 4 Ethernet STot: 4 Port: 1
Ifc 5 Ethernet Slot: 4 Port: 2

When you set up a filter for the Bridge Net, for example, the router does not drop
frames that match exclusive filters. Instead, it forwards those frames to the bridge.
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MAC Filtering Parameters

You can specify some or all of the following parameters to create a filter:
* Source MAC address or destination MAC address

» Data to be matched within the packet

* Mask to be applied to the packet’s fields to be filtered

* Interface number

* Input/Output designation

* Include/Exclude/Tag designation

* Tag value (if the tag designation is given)

Filter-ltem Parameters

The following parameters are used to construct an address-filter-item:
* Address Type: SOURCE or DESTINATION

* Tag: a tag-value

* Address Mask: a hex-mask

Each filter-item specifies an address type (either SOURCE or DESTINATION) to
match against the type in the packet.

The address mask is a string of numbers entered in hex, which is used in
comparing the packet’'s addresses. The mask is applied to the SOURCE or
DESTINATION MAC address of the packet before comparing it against the
specified MAC address.

The address mask must be of equal length to the MAC address and specifies the
bytes that are to be logically ANDed with the bytes in the MAC address before the
equality comparison to the specified MAC address is made. If no mask is specified,
it is assumed to be all 1s.

Filter-List Parameters

The following parameters are used to construct a filter-list:
* Name: an ASCII-string

* Filter-item list: filter-item 1 . . . filter-item n

» Action: INCLUDE, EXCLUDE, TAG(n)

A filter-list is built from one or more filter-items. Each filter-list is given a unique
name.

Applying a filter-list to a packet consists of comparing each filter-item in the order in

which the filter-items were added to the list. If any filter-item in the list returns a
TRUE condition then the filter-list will return its designated action.

Filter Parameters

The following parameters are used to construct a filter:
 Filter-list names: ASCIl-string 1 . . . ASCII-string n
* Interface number